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Resume

Ports are fundamental components of global supply chains, and their
performance is critical to sustaining international trade and economic
activity. Recognizing that existing studies often focus on individual ports
rather than broader regional patterns, a new hybrid Multi-Criteria Decision-

Making (MCDM) model is proposed to provide a more comprehensive Keywords:
assessment framework. Based on expert judgments, the Fuzzy Analytic logistics
Hierarchy Process (AHP) results indicate that cargo type is the most port
influential determinant, followed by cargo direction and container volume. fuzzy AHP
Using Evaluation based on Distance from Average Solution - Grey (EDAS- EDAS-G
G) and Additive Ratio Assessment - Grey (ARAS-G), the port performance ARAS-G

across 24 EU countries for the period 2014-2023, incorporating a temporal
dimension that enables multi-year trend analysis. The hybrid grey-based
ranking shows that Italy, Spain, the Netherlands, and Germany rank the
highest, while Slovenia, Bulgaria, Malta, and Cyprus consistently rank at

the lower end.
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1 Introduction

Ports are among the most crucial components of
global trade. They play a vital role in maritime trade
[1-2]. The efficiency of ports directly impacts a country’s
export performance and, consequently, its economic
development [3]. Therefore, accurate predictions of port
performance require comprehensive research, and such
studies are crucial for the sector [4]. However, significant
gaps remain in the existing literature on ports in
certain areas [5]. Closing these gaps is crucial because
improving port efficiency directly impacts global trade
and the global supply chain by increasing efficiency [6].

Research into improving the port efficiency is highly
valuable for the industry [7]. Some ports are known to
increase their efficiency levels by effectively utilizing
their resources. However, not all the ports exhibit this
characteristics; some fail to utilise their resources
effectively [8]. Therefore, it is essential to compare ports
to assess the sector’s overall situation and identify the
efficient and inefficient ones.

The existing literature on ports is generally
dominated by studies focusing on a single port.

Conversely, comparative studies are limited, leaving
a significant gap in this field [9]. In this regard, a
comprehensive approach is adopted in this study, similar
to that used by Moros-Daza et al. (2025) [2]. This study
is based on findings from an MCDM analysis of port
performance across 24 EU countries. The primary
objective of the study was to shed light on the dynamics
of EU port performance by addressing the following
research questions:

RQ1: What are the relative weights of the criteria
affecting the performance of ports in EU member states?

RQ2: How do countries’ performance rankings
change according to the identified criteria?

In this study is adopted a new hybrid MCDM model.
The primary reason for choosing this approach was the
multidimensional nature of port performance and the
inadequacy of existing single method approaches to
encompass all these dimensions. The study provides a
comprehensive analysis of a 10-year dataset. Criteria
weights were determined using the Fuzzy AHP method,
which reveals the relative importance of indicators
affecting the port performance. Subsequently, the port
performance of EU countries was evaluated using the
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EDAS-G and ARAS-G methods together, revealing how
their rankings changed across different reference points.
Combining effective analytical logic for addressing
uncertainty with grey system theory, which can handle
missing and insufficient data, increases the reliability
of the evaluation process. Furthermore, the proposed
hybrid model is tested through sensitivity analyses to
enhance its robustness.

2 Literature research
2.1 Port

Ports play a strategic role in ensuring the effective
operation of the global supply chain. Therefore,
analyzing port efficiency levels and identifying the
most suitable alternatives is vital for decision-makers.
In this context, the MCDM methods are powerful tools
that facilitate the rational, systematic selection of
alternatives. The MCDM methods are widely used in
literature to select the best option from among various
alternatives (e.g., [10-14]. There is extensive literature
on the use of MCDM methods in port-related decision-
making processes. The section presents various recent
studies from the literature that address the application
of MCDM methods in port analysis.

For example, Ilyas et al. (2024), [15] and Ur
Rehman and Ali (2021), [16] evaluated China’s energy
supply route options using transport corridors and
ports, applying MCDM methods. Similarly, Bagocius
et al. (2014) used an MCDM approach to determine the
optimal location for an LNG port in the Baltic Sea [17].
Furthermore, researchers from various disciplines have
employed these methods for port selection, comparative
port analysis, and regional port functionality, taking into
account various geographic, economic, and operational
criteria.

Kine et al. (2025) used the geographic information
systems and MCDM methods together to determine
suitable locations for dry cargo ports. The study’s
findings reveal that the two most decisive criteria in
port location selection are distance to the highway and
distance to the railroad. On the other hand, the distance
to an existing port was identified as the least important
factor [18].

Kolakowski et al. (2024) analyzed Polish ports
regarding bunkering. Their research was focused on
determining the most suitable port and fuel type for
this process. The research data were obtained using the
Delphi technique and analysed using MCDM. Based
on expert opinions, three main factors were identified:
access to market supply and demand, supply chain
reliability, and delivery security. According to the
analysis, the Port of Swinoujscie is the leading port for
refueling [19].

Wang and Li (2023) addressed sustainability issues
in ports. In the first stage, nine sustainability-related

criteria were evaluated using the MCDM method.
The Step-wise Weight Assessment Ratio Analysis
(SWARA) and Weighted Aggregated Sum and Product
Assessment (WASPAS) methods were employed in this
evaluation process. In the second stage, cities that could
minimise economic, environmental, and social costs
were identified as suitable locations for dry ports. The
analysis revealed that the key regions for dry ports
were Suzhou, Chongqing, Chengdu, Wuhan, Changsha,
Wuxi, and Hefei. It also showed that shippers operating
in regions close to ports prefer road transportation,
whereas those in more distant regions prefer rail [20].

Garg et al. (2023) evaluated Chinese ports using
the fuzzy AHP model, an MCDM method. Of the six
factors identified for measuring port sustainability
performance, environmental considerations,
digitalisation, automation, and strategy were deemed
the most significant. The researcher emphasises that the
results of the MCDM can inform the strategic decision-
making processes of sector managers and policymakers
[21].

Ighravwe and Mashao (2023) evaluated Nigerian
ports within the framework of the security criterion.
In the analysis, the Technique for Order Preference by
Similarity to Ideal Solution (TOPSIS) and WASPAS
methods from MCDM were used in conjunction. The
evaluation was based on five key criteria: human
security; property security and monitoring capabilities;
resilience and flexibility against regular and irregular
threats; and measures to address physical security
breaches. The analysis reveals that human security is
the most critical criterion. According to the TOPSIS
ranking, Apapa Port was identified as the highest-
performing port, while Onne Port ranked lowest in the
evaluation [22].

Pamucar and Gorcun (2022) used a hybrid Fuzzy
LBWA-CoCoSo’B method to evaluate European ports.
According to the research findings, the port cost stands
out as the most effective criterion. According to the
port performance ranking, the Port of Antwerp ranked
first, achieving the highest score. At the same time, the
Port of Barcelona ranked the lowest in line with the
evaluated criteria [23].

Lamii et al. (2022) analyzed risk factors in ports.
In the research process, literature review, Delphi
technique, and MCDM method were used, respectively.
AHP, a MCDM technique, was used to reveal the
complex structure of port systems. The risk factors were
then prioritized according to the identified criteria.
The findings show that human and economic-based
risk factors are critical for ports. Such risk factors can
disrupt port business processes. Gorcun (2021) analyzed
the efficiency of Black Sea container ports through
MCDM methods. Two different models were used in
the research. The first model combines Entropy and
Operational Competitiveness Rating Analysis (OCRA)
methods, whereas the second model combines Entropy
with the Technique for Order Preference by Similarity
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to Ideal Solution (EATWIOS) method. The study has two
main objectives. The first one is to determine whether
the MCDM methods used are effective evaluation tools
in the maritime sector. The second one is to analyze
the comparative performance of the Black Sea ports.
Nine input and four output criteria were used in the
performance evaluation. According to the final ranking,
Constanza Port is the highest-performing port among
the nine ports analyzed [24-25].

Kannika et al. (2019) evaluated Thailand’s port
system from a sustainability perspective. In the
analysis process, BWM and MCDM methods were used
together. The evaluation criteria are grouped under
three main headings: economic, environmental, and
social. The study’s results reveal that cost efficiency is
the most important criterion. High-quality service and
infrastructure investments follow this criterion [26].

Clearly, the MCDM methods are widely favoured in
both academic and practical contexts of port management
and strategic planning. A review of the relevant
literature reveals that MCDM approaches have become
increasingly important in port analyses, providing a
systematic basis for decision-making processes.

2.2 EU, Port and MCDM

Various studies have evaluated European countries
using different MCDM approaches. For instance,
Burhan (2024), [27] assessed EU member states with
VIKOR (VlseKriterijumska Optimizacija I Kompromisno
Resenje) and Multi-Attribute Ideal-Real Comparative
Analysis (MAIRCA) based on nine criteria, including
air emissions, RandD investment, high-speed internet
accessibility, patent applications, the number of RandD
personnel, modal split in transport, and education levels.
The 2023 VIKOR results ranked Sweden, Germany, and
France as the top performers, while the MAIRCA results
identified Sweden, Germany, and Denmark as the top
performers.

As this example illustrates, both the selection of
criteria and the choice of the MCDM techniques vary
substantially across studies. Due to this methodological
diversity, it is rare to encounter research that uses the
same dataset and model configuration. Accordingly, no
directly comparable study was identified in existing
literature.

3 Methodology

In this study, a new hybrid MCDM model is proposed
to evaluate the port performance of the EU countries. In
this context, the criterion weights were calculated using
the Fuzzy AHP method. The ranking of alternatives
was performed using both the EDAS-G and ARAS-G
methods. The steps of the methods used in this study
are presented below.

3.1 Fuzzy AHP

The AHP has been utilized in numerous studies for
years to address MCDM problems. However, a decision
maker’s evaluation may often be fuzzy and uncertain.
In such cases, it may not be possible to obtain the
decision maker’s assessment unambiguously through
the AHP’s traditional pairwise comparison method [28].
The fuzzy AHP enables decision-makers to express
their evaluations using fuzzy numbers rather than
relying on precise numerical values [29]. Fuzzy AHP
addresses these challenges by structuring the decision-
making process within a hierarchical framework and
identifying a compromise solution among competing
criteria [30]. Given the uncertainty and imprecision
inherent in expert judgments on port performance
criteria, this approach provides a more realistic and
reliable weighting structure; therefore, the Fuzzy
AHP method was preferred in this study. Triangular
Fuzzy Numbers (TFNs) are preferred for representing
linguistic variables, and this method facilitates
comparisons.

The fuzzy AHP method is implemented in the
following steps [31]:

Step 1. Definition of Object and Goal Sets with
Degree Analysis Initialization

Let X = {x1,%3,...,x,} be an object set and
U = {u1,us...,u,} be a goal set. Degree analysis (g;)
is applied for each target with respect to each criterion.
The TFN M, are used to express the M degree analysis
value associated with the targets.

{—1}
) (1)

n m

ZZUMi

i=1j=1

Si = Z ijz@
=1

gi provides the TFN associated with the j-th target
based on the i-th criterion.

Step 2. Calculation of the Degree of Possibility Between
Triangular Fuzzy Numbers

M,, shown with (4,m,u1) parameters and M,
(b, ms,us) . The degree of possibility is defined as,

V(M = My) = sup|min( g (x), e ()], (2)
y=x

VM, = My) = hgt(My N My) = s (d) =
1, if mo = my
== 0, Zfl1 = Uy (3)
11*u2
(le - uz) - (Wll — L

) otherwise,

where d is the ordinate of the point D where ), and
M CTOSS.

Step 3. Computation and Normalization of the
Fuzzy Significance Vector

Significance vector is calculated indicated as
W = (d'(A),d (As),...d (Aw)" i ={1,2,...,n} and
vector normalized applied. W' = (d(A:),d(Asz),...,
d(A)) i =1{1,2,....n} vector is calculated as
significance vector where d’'(A;) = min V(S; = S;).
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Table 1 Statement and TFN, [32]

Statement TFN
Equal Importance (EI) (1,1,1)
Moderate importance (MI) (1,3,5)
Strong Importance (SI) (3,5,7)
Very Strong Importance (VSI) (5,7,9)
Extreme Importance (EXI) (7,9,11)
. .. . max(o’(lij_y;)) .

Table 1 presents the linguistic statements and their i 050, +57) J € Qnax and

corresponding TFNs used in the analysis. di = max(O_(]y ) , (7
(Y i .
050y, T35) IS
3.2 EDAS-G
. . . max(o’(ij_217)> .

The EDAS method is a reliable and versatile tool 05 7)) J € Qnax and
for decision-making processes that require systematic — d; = max( 0?; — ) ) (8)
evaluation [33]. The main feature of the EDAS method is 05 (;)—:_ = )- s 1 E Qi
its two distance measures: Positive Distance from Mean T !
(PDA) and Negative Distance from Mean (NDA). The
EDAS-G was developed by Stanujkic et al. (2017) [34]. max(0,(y°; — ¥,))
Grey numbers represent the minimum and maximum _ 0E (yiik 5)}’7] 5 J € Qmax and
expected performance ratings of the alternative against d; = max(OTjiz i— ) , 9
each criterion. The EDAS-G method provides more 0.5(’y°. T 3‘1}_)] 5 7€ Quin

=

consistent and reliable results by evaluating alternatives
against both positive and negative ideal solutions in
MCDM problems involving uncertainty. Since the port
performance data often contain incomplete, imprecise,
or fluctuating values across years and countries, the
grey extension of EDAS offers a more robust structure
for handling uncertainty; therefore, the EDAS-G method
was preferred in this study.

The steps of EDAS-G are implemented in the
following stages [34]:

Step 1. Forming The Matrix for Grey Decision-
Making (Y)

[31:5u] [21312] (3110 ]
QY = [21315’11] [211’3_’22] [yz;ft.j’zﬂ] )
[Xml’j)ml] [XmZ’ 5/’”2] o [an,j/mn]
Step 2. Determine The Grey Average Answer
QYF = ([¥°p 3T b5 3] [ 0]) - (5)

Step 3. Determination of the Grey Distances
from the Average Solution. The Grey positive distance
from the mean is obtained using the formula,
®d; =|d;,d] and the Grey negative distance from
average ®d; = |d;,dj |,

had /]

max (0,(y; — 7))
TR0 )
Yy ma 0, ° - Vi )

X< (ey_7 —oy]))’ ]E Qmin
0.5(y"; + 57)

7€ Qumax and
(6)

Step 4. Determine the Weighted Grey Distances for
PDA and NDA. The grey PDA’s weighted sum by using
the formula ®Q =[Q;, Q; | and the grey NDA’s
weighted sum, ®Q; = [Q;, Q; |

Q= 72;1 wid}; , (10)
Q= jzlwﬂ , an
Q= Llw@;, (12)
Q= Y widi (13)

Step 5. Determine the Representative (Typical)
Scores of Alternatives. Each alternative’s weighted sums
of the Grey PDA and Grey NDA should be set to their
typical values.

QF
+ — =i
) mkax Ql:r ) (14)
<+ _ Qi
N max i (15)
@
Si - 1 max C; k) (16)
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Q;

Step 6. Determine the Appraisal Score S,
S =3l(1—a)S + 8 )+alSi +50)]. a8

Step 7. Determination of the Best Alternative
Based on S, Scores. Rank the options based on the
evaluation score’s declining values. The best option is
the one with the highest S..

3.3 ARAS-G

In the ARAS methodology, a utility function is
employed to evaluate the intricate relative efficiency of
a prospective alternative. This utility function directly
quantifies the efficacy of the alternatives by contemplating
the cumulative impact of the values and weights
assigned to the pivotal criteria within the dilemma
[35]. The ARAS methodology, conceived by Turskis
and Zavadskas (2010), is predicated on juxtaposing
the utility function values of the alternatives against
the utility function value of the optimal alternative, in
contrast to other MCDM approaches [36-37]. Since the
ARAS-G can effectively handle uncertainty and provides
stable rankings through its utility-based structure, it
was preferred in this study.

The stages of the ARAS-G methodology proposed by
Turskis and Zavadskas (2010) are elucidated below [36]:

Step 1. Formulation of the Grey Decision-Making
Matrix

[®@x01] [@x02] ... [®aon]

[®xn] [®x2] ... [®x1a]

RX = [l = | [@x21] [Rx22] ... [®Ra2a] s
: : : (19)

(@] (@] [@m]

where m is the number of alternatives, n number of
criteria, ®x; is the grey number, which represents the
performance value of the i, alternative in terms of the j,,
criterion, finally &®xo; is the optimal value ofj,, criterion.
If the optimal value of j, criterion is unknown, then
optimal value of j calculated as follows:
If the preferred values of the criterion are the
maxima (benefit)
& x0; = max; ® X . (20)
If the preferred values of the criterion are the
minima (cost)

® x0; = min; Q) i . (21)

Step 2. Construction of the Normalized Grey
Decision-Making Matrix

[®%xn] [®%] ... [@Zou]
o [®Rtu] [®%iz] ... [®%1]
RX = [ = [ [RF21] [R%22] ... [®RX2]
: : . : (22)
[®@%m] [@%m2]  [@Tmn]
1=0,1,...m;
i=12..n

The criteria, whose preferred values are the maxima,
are normalized as follows

& xij
m .
Zi -0 ® Xij
The criteria, whose preferred values are the minima,
are normalized as follows

& Xij = (23)

1 & xij
X’ R
Step 3. Formulation of the Normalized-Weighted
Grey Decision Matrix

R xij = R Xi = (24)

[@%o] [R%e2] .. [@Ton]
X [®n] [®%12] ... [@%14]
RX = [ = [[RF2] [@F22] ... [RFan] |
[®tm] [®nz]  [@wa]| 2D
1=0,1,...m;
=1,2...m

i=0,1,...,m.

XX = Q Xij + Q@ wj,

Step 4. Determination of the Values of the
Optimality Function
®Si = Zl®xij, (26)

J=
where & S; is the grey value of the optimality function of
i-th alternative. The performance degree of alternatives
can be assessed according to this ® S; value.

® S; remains a grey number; to convert a grey
value to a crisp value, several methodologies exist. In this
manuscript, the centre-of-area method is employed for
transforming a grey value to a crisp value.

SH@S(Lu))i = 0,1,.cm. (1)
Step 5. Calculation of the Utility Degree
Ki=2Li=12.m, 28)
0

where S, and S represent the optimality criteria values,
derived from Equation (28).

The intricate relative efficiency of the reasonable
alternative can be assessed in accordance with the
utility function values.
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Table 2 Summary of mathematical symbols and notation used in the study

Symbol Description

(I,m,u) Triangular fuzzy number: lower-middle-upper values

M: Fuzzy pairwise comparison value between criteria i and j
V(M = M) Degree of possibility that one fuzzy number is greater than another
S, Significance value of criterion i (before normalization)

w, Normalized weight of criterion i

l“fj + 35 Grey performance interval of alternative i under criterion j
éj +A; Grey average value for criterion j

SP, Weighted grey PDA value for alternative i

SN, Weighted grey NDA value for alternative i

TSO,, TSN, Typical (crisp) values of weighted PDA and NDA

AS, Appraisal score of alternative i

X, Optimal value of criterion j (benefit/cost)

n, Normalized grey value in ARAS-G

S, Optimality function value (grey)

S; Crisp optimality value (center-of-area)

K, Utility degree of alternative i

Eurostat port indicators are
selected and the evaluation
criteria for EU countries are

identified.

Experts perform pairwise
comparisons and Fuzzy AHP
is used to calculate the
criteria weights.

Grey data are normalized and
positive gative di
are computed using the
EDAS-G model to obtain the
first set of rankings.

Sensitivity analysis is
conducted to evaluate the
stability and robustness of

the resuilts.

Weighted grey values are
aggregated in the ARAS-G
model and an additional set
of country rankings is
generated.

Figure 1 Flow chart of the proposed model

The mathematical symbols and notation employed
within the Fuzzy AHP, EDAS-G, and ARAS-G procedures
are systematically presented in Table 2.

4 Dataset and the application

Eurostat published its data 10 times: for the years
2014, 2015, 2016, 2017, 2018, 2019, 2020, 2021, 2022, and
2023 [38]. These data are published in two categories:
quarterly and annually. In this study, the port
performance is assessed through a multidimensional set
of operational, economic, and environmental indicators.

Since the data for some EU countries is not consistent
from year to year, 24 countries were considered as
alternatives. The fuzzy AHP method was used to weight
the criteria. Among various MCDM methods, fuzzy AHP
is the most widely used for addressing complex problems
[39]. Fuzzy logic is compelling in solving complex
problems that involve predictive thinking and decision-
making processes [40]. Decision makers can flexibly
express their opinions across different value ranges and
represent their indecision numerically [41].

The flowchart of the proposed model is presented
in Figure 1. The definitions of the criteria used in this
study are shown in Table 3. These criteria encompass the
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Table 3 Criteria list, [38]

Criteria Definitions Type
C1-Number of ship arrivals and departures  Vessels arriving at main ports by type Benefit
C2-Container volume Containers handled in main ports by loading status Benefit
C3-Passenger traffic Passengers embarked and disembarked in all ports Benefit
C4-Cargo direction Gross weight of goods by inwards and outwards movements Benefit
C5-Cargo type Gross weight of goods handled in main ports by cargo type Benefit
C6-GDP Gross domestic product (GDP) at current market prices Benefit

C7-Air pollutants Air pollutants by source sector Cost
C8-Municipal waste management Municipal waste by waste management operations Benefit
C9-Share of renewable energy Share of energy from renewable sources Benefit

Table 4 Fuzzy AHP-Based aggregated pairwise evaluation of criteria

C1 C2 C3 C4 C5 Cé c7 C8 C9
(1.000, (0.723, (2.853, (0.815, (0.373, (1.332, (2.141, (2.853, (2.141,

C1 1.000, 0.433, 5.078, 0.695, 0.206, 1.442, 4.360, 5.078, 4.360,
1.000) 0.336) 7.164) 0.653) 0.143) 1.533) 6.434) 7.164) 6.434)
(1.371, (1.000, (4.076, (0.903, (0.465, (1.549, (2.408, (3.000, (3.000,

C2 2.290, 1.000, 6.119, 0.744, 0.228, 1.525, 4514, 5.000, 5.000,
2.942) 1.000) 8.139) 0.688) 0.154) 1.572) 6.544) 7.000) 7.000)
(0.347, (0.244, (1.000, (0.292, (0.186, (0.541, (1.000, (1.000, (1.000,

C3 0.196, 0.161, 1.000, 0.174, 0.133, 0.373, 0.641, 0.642, 0.330,
0.138) 0.121) 1.000) 0.126) 0.106) 0.302) 0.525) 0.525) 0.200)
(1.222, (1.105, (3.380, (1.000, (0.581, (1715, (2.141, (2.954, (2.667,

C4 1.425, 1.330, 5.711, 1.000, 0.391, 2.537, 4.360, 5.165, 4.829,
1.513) 1.445) 7.841) 1.000) 0.315) 3.147) 6.434) 7.237) 6.882)
(2.954, (2.141, (5.348, (1.719, (1.000, (1.835, (2.408, (3.323, (3.323,

C5 5.165, 4.360, 7.361, 2.531, 1.000, 2.667, 4514, 5.348, 5.348,
7.237) 6.434) 9.369) 3.160) 1.000) 3.276) 6.544) 7.361) 7.361)
(0.748, (0.641, (1.838, (0.579, (0.540, (1.000, (1.243, (1.552, (1.243,

Cé 0.686, 0.654, 2.662, 0.392, 0.373, 1.000, 2.141, 3.680, 2.141,
0.647) 0.626) 3.289) 0.313) 0.301) 1.000) 2.798) 5.720) 2.798)
(0.465, (0.412, (1.000, (0.465, (0.412, (0.800, (1.000, (1.000, (0.801,

C7 0.228, 0.221, 1.549, 0.228, 0.221, 0.465, 1.000, 1.933, 0.464,
0.154) 0.150) 1.904) 0.154) 0.150) 0.353) 1.000) 2.627) 0.355)
(0.347, (0.330, (1.000, (0.337, (0.299, (0.642, (1.000, (1.000, (0.801,

cs 0.196, 0.200, 1.552, 0.192, 0.186, 0.270, 0.514, 1.000, 0.299,
0.138) 0.140) 1.904) 0.137) 0.133) 0.173) 0.381) 1.000) 0.186)
(0.465, (0.330, (1.000, (0.373, (0.299, (0.800, (1.246, (1.248, (1.000,

Cc9 0.228, 0.200, 3.000, 0.206, 0.186, 0.465, 2.1317, 3.323, 1.000,
0.154) 0.140) 5.000) 0.143) 0.133) 0.353) 2.809) 5.348) 1.000)

key environmental, economic, and operational aspects of
port activity to the extent permitted by data availability
and comparability across EU countries.

4.1 Results obtained from the Fuzzy AHP

The importance levels of the criteria were determined
by a group of five port experts (two academics from the
Department of International Trade and Logistics, a
Professor in Marketing, a Manager of an International
Logistics Firm, and a Director of an International Port).
There are studies in the literature that suggest the five
decision makers are sufficient, and these studies were

conducted with this number [42-44]. The linguistic
expressions used by the decision makers were converted
into triangular fuzzy numbers, and the evaluations
were combined using geometric averaging to create
a joint decision matrix. The resulting fuzzy AHP-
based aggregated pairwise evaluation of the criteria
is presented in Table 4. After applying the fuzzy AHP
steps to the data, the weights of the Port Performance
indicators are determined. The results are presented in
Table 5.

According to the analysis results, the most important
criterion is “Cargo Type,” with a weight of 29%. This
is followed by “Cargo Direction” (22%), “Container
Volume” (21%), and “Number of Ship Arrivals and
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Table 5 Fuzzy AHP weight results for port performance indicators

Criteria A %

C1 0.183 0.18

C2 0.214 0.21

C3 0.000 0.00

C4 0.217 0.22

C5 0.293 0.29

C6 0.063 0.06

C7 0.000 0.00

C8 0.000 0.00

Cc9 0.030 0.03

Table 6 Grey decision matrix, criteria C, to C,
C1 C2 C3

Belgium (69, 1270) (9726, 13192) (22303, 25886)
Bulgaria (1, 6) (195, 282) (2855, 3451)
Denmark (30859, 44226) (750, 1080) (268047, 361601)
Germany (16373, 31412) (12680, 15918) (104925, 117120)
Estonia (8213, 15057) (204, 288) (28730, 32091)
Ireland (814, 2867) (797, 1176) (11428, 12587)
Greece (40895, 74956) (3983, 6329) (362036, 515899)
Spain (14283, 34324) (14358, 17663) (136661, 204514)
France (10445, 26638) (4572, 6387) (41967, 64092)
Croatia (18779, 34142) (138, 442) (195657, 285456)
Italy (55147, 86530) (10247, 13080) (381820, 505968)
Cyprus (5, 76) (300, 417) (1818, 3179)
Latvia (249, 1072) (359, 479) (5025, 6680)
Lithuania (280, 368) (350, 1051) (4211, 5123)
Malta (7955, 14622) (77, 134) (23288, 45967)
Netherlands (857, 2010) (11719, 15539) (34997, 42488)
Poland (1905, 2787) (1793, 3107) (14543, 18678)
Portugal (551, 2147) (2649, 3309) (12002, 14189)
Romania 0, 1) (643, 830) (3968, 5356)
Slovenia (0, 34) (676, 1048) (1397, 2138)
Finland (7089, 19514) (1199, 1441) (23997, 32175)
Sweden (14020, 30523) (1451, 1639) (66785, 82191)
Norway (1724, 6640) (721, 915) (54942, 71354)
Turkey (289, 2233) (8146, 12591) (48685, 65846)

Departures” (18%), reflecting their substantial influence
on operational and logistical performance. The GDP
plays a moderate role with a weight of 6%, while the
Share of Renewable Energy contributes minimally (3%).
The Passenger Traffic, Air Pollutants, and Municipal
Waste Management receive zero weight, indicating
no significant effect within this evaluation structure.
These zero-weight outcomes are common in fuzzy AHP
studies and have similarly been reported in previous
research [45-48]. Grey numbers were generated from
data published over 10 years periods (2014-2023). For
each country in the alternative list, the maximum

and minimum values constituted the lower and upper
values. The generated decision matrix was evaluated
using both the EDAS-G and ARAS-G methods to obtain
robust performance rankings.

4.2 Results obtained from the EDAS-G

After determining the criterion weights, grey
numbers representing each country’s performance
during the specified time period were calculated
for each criterion. The application of grey numbers
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Table 7 Grey decision matrix, criteria C, to C,

C4

C5

C6

Belgium
Bulgaria
Denmark
Germany
Estonia
Ireland
Greece
Spain
France
Croatia
Italy
Cyprus
Latvia
Lithuania
Malta
Netherlands
Poland
Portugal
Romania
Slovenia
Finland
Sweden
Norway
Turkey

(237852, 288827)
(25258, 30997)
(91382, 98230)

(267837, 303742)
(23010, 43578)
(47483, 55120)

(167036, 194468)

(427672, 497812)

(271964, 308629)
(18551, 23607)

(443141, 509397)
(6948, 10268)
(36153, 71836)
(37237, 52462)

(3370, 7211)

(545105, 607527)
(68744, 136410)
(79371, 93356)
(43753, 69250)
(18012, 23127)
(95640, 120488)
(159611, 179949)

(193605, 225781)

(378688, 535825)

(237359, 288827)
(25258, 30997)
(76402, 87880)

(267837, 303742)
(22040, 40172)
(46325, 52636)

(145928, 180296)

(427672, 497812)

(266859, 303757)
(14529, 21435)

(433598, 499193)
(6948, 10259)
(33974, 70261)
(37237, 52462)

(3370, 7211)

(545105, 607525)
(68107, 135977)
(78956, 91916)
(42598, 68654)
(18012, 23127)
(93606, 118143)

(159611, 179949)

(180267, 199621)

(378688, 535825)

(403003, 596321)
(43024, 94709)
(265635, 382309)
(2927430, 4185550)
(20365, 38188)
(200818, 520935)
(167539, 225197)
(1038949, 1498324)
(2153733, 2822455)
(44284, 78048)
(1627405, 2128001)
(17482, 31340)
(22790, 39072)
(36410, 73793)
(8948, 20542)
(678627, 1067599)
(408714, 748923)
(173053, 267384)
(150528, 324369)
(37270, 63951)
(205855, 273318)
(435641, 551781)
(322823, 425446)
(626785, 1030514)

Table 8 Grey decision matrix, criteria C,to C

9

c7 C8 C9
Belgium (5860, 9770) (406, 755) (8, 15)
Bulgaria (13450, 27410) (334, 467) (18, 23)
Denmark (9740, 11660) (759, 844) (29, 44)
Germany (168100, 278210) (606, 648) (14, 22)
Estonia (5500, 12320) (303, 389) (26, 41)
Ireland (4320, 9810) (531, 631) (9, 15)
Greece (50700, 85860) (488, 524) (15, 25)
Spain (31170, 161230) (448, 482) (16, 25)
France (23370, 35440) (497, 558) (14, 22)
Croatia (2450, 5320) (377, 430) (27, 31)
Italy (20360, 37060) (423, 462) (17, 20)
Cyprus (2790, 6960) (488, 596) 9, 20)
Latvia (3270, 4440) (351, 461) (37, 44)
Lithuania (4790, 6980) (412, 467) (24, 32)
Malta (290, 2800) (565, 748) (5, 15)
Netherlands (10510, 20450) (468, 533) (5, 17)
Poland (90050, 206210) (272, 370) (11, 17)
Portugal (11630, 22350) (442, 545) (30, 35)
Romania (11980, 44290) (216, 288) (24, 26)
Slovenia (2720, 6690) (257, 429) (21, 25)
Finland (14330, 29150) (468, 630) (39, 51)
Sweden (10630, 13150) (390, 452) (51, 66)
Norway (1980, 2260) (414, 799) (68, 77)
Turkey (266430, 368670) (352, 398) (18, 18)
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Table 9 The result of the EDAS-G

RO ®Q: ®Si ®Si Rank

Belgium (0.393, 1.520) (1.241, 4.792) (0.109, 0.221) (0.930, 0.965) 6
Bulgaria (0.000, 0.001) (0.000, 0.003) (0.716, 0.999) (0.683, 0.773) 22
Denmark (0.322, 0.587) (1.014, 1.850) (0.318, 0.561) (0.822, 0.899)

Germany (0.844, 2.307) (2.662, 7.275) (0.000, 0.019) (0.994, 1.000) 4
Estonia (0.000, 0.022) (0.000, 0.068) (0.632, 0.949) (0.699, 0.799) 17
Ireland (0.000, 0.002) (0.000, 0.006) (0.554, 0.882) (0.720, 0.824) 19
Greece (0.507, 1.281) (1.599, 4.040) (0.027, 0.210) (0.933, 0.991) 7
Spain (1.288, 3.009) (4.062, 9.488) (0.000, 0.016) (0.995, 1.000) 2
France (0.393, 1.007) (1.240, 3.175) (0.026, 0.161) (0.949, 0.992) 8
Croatia (0.179, 0.421) (0.563, 1.329) (0.590, 0.816) (0.741, 0.813) 10
Italy (1.659, 3.153) (5.230, 9.942) (0.002, 0.015) (0.995, 0.999) 1
Cyprus (0.000, 0.000) (0.000, 0.000) (0.781, 1.064) (0.663, 0.752) 24
Latvia (0.008, 0.025) (0.024, 0.079) (0.584, 0.945) (0.700, 0.815) 16
Lithuania (0.000, 0.011) (0.000, 0.036) (0.612, 0.946) (0.700, 0.806) 20
Malta (0.000, 0.000) (0.000, 0.000) (0.727, 1.048) (0.667, 0.770) 23
Netherlands (1.422, 2.800) (4.484, 8.830) (0.074, 0.172) (0.945, 0.976) 3
Poland (0.000, 0.024) (0.000, 0.076) (0.196, 0.739) (0.766, 0.938) 14
Portugal (0.000, 0.015) (0.000, 0.047) (0.344, 0.671) (0.787, 0.891) 15
Romania (0.000, 0.004) (0.000, 0.014) (0.548, 0.903) (0.714, 0.826) 18
Slovenia (0.000, 0.003) (0.000, 0.011) (0.708, 0.997) (0.684, 0.775) 21
Finland (0.010, 0.033) (0.032, 0.105) (0.318, 0.668) (0.788, 0.899) 13
Sweden (0.024, 0.150) (0.075, 0.474) (0.099, 0.352) (0.888, 0.969) 12
Norway (0.052, 0.242) (0.163, 0.762) (0.153, 0.350) (0.889, 0.952) 11
Turkey (0.743, 2.241) (2.344, 7.066) (0.027, 0.141) (0.955, 0.991) 5

facilitates performance assessment of alternatives and
incorporates a temporal dimension into the evaluation
process [49]. Interval series containing upper and
lower limits can be interpreted as grey numbers.
Representing uncertain data with upper and lower
bounds provides more information than the traditional
real numbers [50]. The Grey decision matrix is shown
in Table 6.

The weighted and normalized weighted grey
aggregates of PDA and NDA, derived from the application
of Equation (10) to (17), are presented in Table 9.
The subsequent phase involves ranking the options.
Values of the criteria functions for the alternatives
S, were computed using Equation (18). Values S, and
the ultimate ranking of the alternatives are likewise
illustrated in Table 9.

4.3 Results obtained from the ARAS-G

The ranking of the alternatives was obtained
directly from the decision matrix in Tables 6-8 using
the obtained criterion weights, and the calculation
procedure outlined in Equations (19) - (28) was applied.
As presented in Table 10, the ARAS-G results provide
the final ranking of the alternatives.

5 Sensitivity analysis

The sensitivity analysis can be performed by
changing the criterion weights [51]. In this study,
the sensitivity analysis, approach widely used in the
literature, was adopted, and the model’s stability was
tested through the two alternative scenarios: equalizing
the criterion weights and interchanging the highest and
lowest weights [52-53]. The first scenario assumes the
criteria weights are equal. The second is the scenario in
which the criterion weights for the highest and lowest
weights are interchanged. The results obtained from the
two different scenarios are shown in Table 11.

The sensitivity analysis results indicate only
limited changes in rankings between the two scenarios.
While equalizing and redistributing the criteria weights
may result in small shifts in the positions of some
countries, the overall structure of the rankings is largely
preserved, confirming the model’s stability. For instance,
Italy, Spain, and Germany consistently appeared among
the highest-performing countries across both Scenario
1 and Scenario 2 in both EDAS-G and ARAS-G results.
Turkey, Sweden, and the Netherlands also showed
steady performance patterns, maintaining similar rank
intervals under both weighting schemes.

Similarly, the lowest-performing countries exhibited
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Table 10 The result of the ARAS-G

S, K Ranking

Optimal 0.1608

Belgium 0.0611 0.3800 8

Bulgaria 0.0055 0.0345 22
Denmark 0.0419 0.2606 9
Germany 0.0901 0.5602 4

Estonia 0.0087 0.0541 20

Ireland 0.0113 0.0704 16

Greece 0.0697 0.4331 6

Spain 0.1114 0.6928 2

France 0.0629 0.3912

Croatia 0.0243 0.1512 12

Italy 0.1286 0.7996 1

Cyprus 0.0028 0.0172 24

Latvia 0.0099 0.0618 18
Lithuania 0.0089 0.0554 19

Malta 0.0041 0.0257 23
Netherlands 0.1081 0.6720 3

Poland 0.0218 0.1358 13

Portugal 0.0205 0.1275 15
Romania 0.0110 0.0685 17

Slovenia 0.0058 0.0360 21

Finland 0.0216 0.1344 14

Sweden 0.0357 0.2220 11

Norway 0.0371 0.2304 10

Turkey 0.0870 0.5407 5
Table 11 The result of the sensitivity analysis

Proposed Model Scenario 1 Scenario 2
EDAS-G ARAS-G EDAS-G ARAS-G EDAS-G ARAS-G

Belgium 6 8 9 11 5 9
Bulgaria 22 22 24 24 22 24
Denmark 9 9 8 7 8 11
Germany 4 4 2 4 5
Estonia 17 20 16 18 18 22
Ireland 19 16 18 19 17 18
Greece 7 6 5 4 6 6
Spain 2 2 3 3 2 2
France 8 7 6 6 9 10
Croatia 10 12 11 13 10 12
Italy 1 1 1 1 1 1
Cyprus 24 24 20 22 19 21
Latvia 16 18 14 16 13 14
Lithuania 20 19 19 20 15 19
Malta 23 23 15 12 14 3
Netherlands 3 3 4 5 3 4
Poland 14 13 23 17 24 20
Portugal 15 15 17 15 20 15
Romania 18 17 22 23 23 23
Slovenia 21 21 21 21 16 16
Finland 13 14 13 14 21 17
Sweden 12 11 12 10 12 13
Norway 11 10 10 9 11 8
Turkey 5 5 7 8 7 7
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Figure 2 The line chart of the sensitivity analysis

strong stability. Cyprus, Malta, Bulgaria, Lithuania,
and Slovenia remained in the bottom segment in both
scenarios, confirming that the model’s outputs do not
fluctuate significantly with changes in the criteria
weights. Figure 2 presents the line chart of the sensitivity
analysis, clearly illustrating the stability of country
rankings across the different weighting scenarios.

Overall, the sensitivity analysis demonstrates that
the proposed Fuzzy AHP-based EDAS-G and ARAS-G
model is robust and reliable. The rankings are not
substantially affected by modifications in the weighting
structure, indicating that the evaluation framework
provides consistent and credible assessments of EU
countries’ port performance.

6 Discussion

In this section are summarised the elements
discussed in previous sections and presents the
framework of the key findings obtained from MCDM
analyses. The article aim was to provide a systematic
comparison of EU countries’ port performance using
selected criteria, creating a readily accessible reference
for further scientific study.

6.1 Research design and findings

Ports are essential components of international
trade networks, and their performance has significant
implications for the competitiveness and resilience of
national and regional economies. The findings of this
study provide the new comparative insights into EU
port performance by combining the fuzzy and grey-
based MCDM approaches. Using expert-derived fuzzy
judgments, the criterion weights obtained through
the Fuzzy AHP highlight the relative influence of
operational, economic, and environmental factors on

port performance. The subsequent EDAS-G and ARAS-G
analyses reveal consistent country rankings, offering a
more nuanced interpretation of performance differences
across the EU.

The results indicate that the proposed hybrid model
can effectively differentiate between the higher and
lower-performing ports, addressing the need for broader
comparative assessments identified in the literature.
Unlike the majority of existing studies-which typically
focus on individual ports-this research provides a
multi-country, multi-criteria perspective. This broader
analytical scope contributes to a more comprehensive
understanding of regional performance patterns and
highlights areas where ports underperform relative to
their peers.

Moreover, the sensitivity analysis confirms that the
rankings remain largely stable under varying weight
scenarios, underscoring the robustness of the model.
These findings reinforce the value of holistic decision-
making tools in port performance evaluation and
support their wider adoption in both academic research
and strategic industry applications.

The results of the hybrid MCDM analysis reveal
that the “Cargo Type” (29%) is the most influential
criterion affecting port performance. This indicates that
the composition and diversity of cargo handled, such as
bulk, liquid, and containerized goods, play a decisive role
in shaping operational efficiency and competitiveness.
Cargo diversity reflects the adaptability and functional
complexity of ports, making it a key determinant of
performance.

The second major determinant is the “Cargo
Direction” (22%), showing that the balance and volume
of inbound and outbound cargo movements are critical
for assessing the strategic relevance and throughput
efficiency of ports. Closely following, “Container Volume”
(21%) emerges as another central indicator, highlighting
the importance of containerized trade as a core driver of
port activity in the EU.
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“Number of Ship Arrivals and Departures” (18%)
contributes substantially as well, emphasizing that the
frequency of vessel calls remains a significant indicator
of operational intensity and port utilization.

In contrast, several indicators have minimal or no
impact on overall performance. Passenger Traffic, Air
Pollutants, and Municipal Waste Management have
weights of 0, suggesting that these variables do not
meaningfully differentiate port performance within the
EU context. GDP (6%) and Share of Renewable Energy
(83%) carry relatively small weights, indicating that
broader macroeconomic or sustainability-related factors
play a limited role in shaping port efficiency compared to
operational cargo-handling attributes.

Overall, the findings underscore that the EU ports
are primarily evaluated based on their operational
capacity, particularly their ability to handle diverse
cargo types, maintain balanced cargo flows, and manage
container volumes efficiently. These insights highlight
the need for ports to strengthen the cargo-handling
infrastructure, diversify operational capabilities, and
optimize throughput to maintain and enhance their
strategic position within the global supply chains.

6.2 Countries

The results of the EDAS-G and ARAS-G analyses
suggest that Italy is the best performer. A review
of the literature confirms that various academic
studies support this finding. For example, Ruocco and
Mazzarino (2026) investigated innovation in the Italian
port sector and proposed strategies to improve port
performance [54]. Barbagallo et al. (2026), on the other
hand, examined ports from a sustainability perspective
[565]. Thirdly, de Luca and Valentinuz (2024) assessed
social sustainability [56]. These examples demonstrate
that academic publications on the Italian port sector
corroborate and lay the groundwork for the current
findings.

Lupi et al. (2021) argued that Italian ports are
well-positioned in terms of cost for cargo originating
in North America and the Far East. They also stated
that unloading Far Eastern cargo at Italian ports
would provide additional benefits for many European
countries. Together, these factors make Italian ports
strategically important for Europe and could contribute
to the development of the Italian port sector [57]. In a
separate study, Danielis and Gregori (2013) examined
Italian ports and found that they had advantages
over Belgian ports [58]. Although the ports compared
in this study are limited, the results obtained are
consistent with those of the present study for both
countries.

Pascual (2016) emphasises that Italy and Spain have
a long history of maritime trade. This study shows that
these two countries rank first and second, respectively,
in terms of port performance. Just as geographical

location can, a historical background in ports can give
countries an advantage. Similarly, the Netherlands
is renowned for its extensive maritime history and
favourable geographical location for maritime activities.
However, historical processes and geographical location
alone are insufficient to determine a country’s port
performance [59]. As Caballini and Benzi (2023) stated,
the efficiency of port processes is paramount. Reducing
costs and expediting procedures, particularly customs
clearance, are fundamental to overall performance.
In this regard, countries would benefit from adopting
a holistic approach to port operations and improving
all stages of foreign trade [60]. Similarly, Belcore et
al. (2024) emphasised the importance of speed in port
processes [61].

As shown here, port performance can be evaluated
from multiple perspectives. In this context, the
countries in question were in this study examined
using various criteria, thereby making a valuable
addition to the existing body of literature on the
subject. However, the evaluation is limited to data from
accessible countries. Countries for which data could
not be accessed, along with the relevant criteria, were
excluded.

7 Conclusion

This study fills a gap in existing literature by
evaluating the port performance of EU countries using
an integrated approach based on fuzzy and grey logic.
The fuzzy AHP was employed to determine the weights
of the criteria, and the EDAS-G and ARAS-G method was
used for the analysis. The results revealed that container
volume and cargo diversity are particularly important
performance factors. Italy, Spain, and the Netherlands
stand out thanks to their strong infrastructure and
high transaction volumes, whereas Malta, Bulgaria,
and Cyprus could improve their capacity and efficiency.
Furthermore, the sensitivity analysis results confirm
that the method provides stable and reliable rankings.
Overall, in the study is clearly demonstrated that EU
ports must increase their container-handling capacities,
adapt to cargo diversity, and improve operational
efficiency if they are to remain competitive. In this
respect, this research should serve as a strategic guide
for policymakers and industry stakeholders alike.

7.1 Policy recommendations

Based on the findings of this study, several strategic
recommendations can be made for business leaders
and policymakers. Countries like Italy, Spain, and
the Netherlands, which rank among the top in port
performance, should continue investing in infrastructure
to strengthen their role as regional logistics hubs.
Businesses operating in these countries can leverage port
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efficiency to create more flexible and cost-effective supply
chains. Policymakers should capitalize on this advantage
by promoting green port technologies, digitalization, and
sustainable infrastructure development. In contrast,
countries, such as Malta, Bulgaria, and Cyprus, which
rank lower, should prioritize modernizing their ports’
infrastructure, increasing capacity, and attracting
private sector investment. Transforming those ports into
integrated logistics hubs can significantly increase their
competitiveness and enable them to play a more active
role in regional trade.

Furthermore, the port performance is influenced
not only by physical capacity but by customs procedures,
digital integration, and management efficiency, as well.
Therefore, strengthening public-private partnerships
and establishing transparent, data-driven decision-
making processes in port governance are crucial. As a
general recommendation for all the countries, regular
monitoring of performance metrics and conducting
benchmarking can provide a solid foundation for
evidence-based policy development. Through such
strategic initiatives, ports across Europe can transform
from mere transit points into vital economic factors that
contribute significantly to regional growth and global
trade competitiveness.

7.2 Limitations of the study

From a country perspective, the study’s focus on EU
countries means global comparisons and comparisons
of the performance dynamics of major non-European
ports are not possible. Furthermore, the natural
geographic and operational differences between island
and continental countries, or between Mediterranean
and Northern European ports, can structurally affect
comparative analyses.

One of the main limitations of this study is its reliance
on Eurostat data alone. Another significant limitation is
that the analysis only included countries for which the
data were available. From a methodological perspective,
the assessment was based on expert judgements, and it
was found that the ranking results were sensitive to the
weighting of the criteria. Therefore, the two different
methods were employed and a sensitivity analysis was
performed.

References

7.3 Future research

Given limitations, it is recommended that the
future studies comparatively use different fuzzy and
grey-based MCDM methods and adopt multi-layered
analysis approach that reduces the assessment to port
and terminal levels. Adding new criteria to the analysis
would broaden the scope of performance measurement.
Significant contributions to literature could also be
made by conducting the global comparisons that include
major non-European trading ports, and by applying
scenario analyses to examine the port performance in
the context of economic shocks, supply chain crises, and
geopolitical developments. Integrating MCDM methods
with time series models or machine learning techniques
would also be beneficial. It is believed that more
comprehensive, multidimensional approaches developed
in this direction would enable the port performance to
be evaluated more comprehensively from academic and
sectoral perspectives.

Acknowledgment

The authors received no financial support for the
research, authorship and/or publication of this article.

Conflicts of interest

The authors declare that they have no known
competing financial interests or personal relationships
that could have appeared to influence the work reported
in this paper.

Author Contributions

The first author was responsible for conducting
the analyses, developing the overall framework of the
paper, supervising the writing process, and performing
the final proofreading. The second author contributed
by writing the introduction, literature review, and
conclusion sections, and assisted in shaping the overall
structure of the manuscript. Both authors reviewed and
approved the final version of the manuscript.

[1] ISSA-ZADEH, S. B., GARAY-RONDERO, C. L. Decarbonizing seaport maritime traffic: finding hope. World
[online]. 2025, 6(2), 47. eISSN 2673-4060. Available from: https://doi.org/10.3390/world6020047

[2] MOROS-DAZA, A., MOROS-MARCILLO, A., PACHECO-BUSTOS, C. A. Greening seaports: Evaluating impacts
and policies for renewable energy systems. Renewable and Sustainable Energy Reviews [online]. 2025, 213,
115475. ISSN 1364-0321, eISSN 1879-0690. Available from: https://doi.org/10.1016/j.rser.2025.115475

[3] BUI, T. U., CHO, G. S. Efficiency analysis of container ports in Vietnam using stochastic frontier analysis.
Journal of Ocean Engineering and Technology [online]. 2025, 39(1), p. 56-62. eISSN 2287-6715. Available from:

https://doi.org/10.26748/KSOE.2024.100

COMMUNICATIONS 1/2026

VOLUME 28


https://doi.org/10.3390/world6020047
https://doi.org/10.1016/j.rser.2025.115475
https://doi.org/10.26748/KSOE.2024.100

EVALUATING PORT PERFORMANCE IN EU COUNTRIES WITH FUZZY AND GREY LOGIC Ali.)

[4] LU, Z., QIU, W. Resilience analysis of seaport-dry-port network in container transport: multi-stage load
redistribution dynamics following cascade failure. Systems [online]. 2025, 13(4), 299. eISSN 2079-8954. Available
from: https://doi.org/10.3390/systems13040299

[6] GONCALVES, M., SALGADO, C., DE SOUSA, A., TEIXEIRA, L. Data storytelling and decision-making in
seaport operations: a new approach based on business intelligence. Sustainability [online]. 2025, 17(1), 337.
eISSN 2071-1050. Available from: https://doi.org/10.3390/su17010337

[6] PEREIRA, M. T., ROCHA, N., SILVA, F. G.,, MOREIRA, M. A. L., ALTINKAYA, Y. O., PEREIRA, M. J.
Process optimization in sea ports: integrating sustainability and efficiency through a novel mathematical
model. Journal of Marine Science and Engineering [online]. 2025, 13(1), 119. eISSN 2077-1312. Available from:
https://doi.org/10.3390/jmse13010119

[71 NEUGEBAUER, J., HEILIG, L., VOSS, S. Dynamic driving in seaports: current and future applications. Cleaner
Logistics and Supply Chain [online]. 2025, 14, 100203. eISSN 2772-3909. Available from: https:/doi.org/10.1016/.
clsen.2025.100203

[8] LOCAITIENE, V., CIZIUNIENE, K. Assessing the logistics efficiency of Baltic region seaports through DEA-BCC
and spatial analysis. Journal of Marine Science and Engineering [online]. 2024, 13(1), 50. eISSN 2077-1312.
Available from: https://doi.org/10.3390/jmse13010050

[91 MOHSENDOKHT, M., KONTOVAS, C., CHANG, C.-H., QU, Z., L1, H., YANG, Z. Resilience analysis of seaports:
a critical review of development and research directions. Maritime Policy and Management [online]. 2025, latest
articles, p. 1-36. ISSN 0308-8839, eISSN 1464-5254. Available from: https://doi.org/10.1080/03088839.2025.2483
410

[10] OZEKENCI, E. K. Financial and environmental performance analysis of logistics company on the Fortune 500
by MEREC-based AROMAN methods. Politik Ekonomik Kuram /Political Economic Theory [online]. 2024, 8(3),
p. 709-724. eISSN 2587-2567. Available from: https://doi.org/10.30586/pek.1517266

[11] OZEKENCI, E. K. A hybrid MPSI-Extended AROMAN decision-making model for assessing green logistics
performance: the case of Asia-Pacific countries. Logforum [online]. 2025, 21(1), 7. ISSN 1895-2038,
eISSN 1734-459X. Available from: https:/doi.org/10.17270/J.1L.0G.001154

[12] LU, W., CHOI, S.-B., YEO, G.-T. Resilient route selection of oversized cargo transport: the case of South
Korea-Kazakhstan. The International Journal of Logistics Management [online]. 2022, 33(2), p. 410-430.
ISSN 0957-4093, eISSN 1758-6550. Available from: https:/doi.org/10.1108/IJLM-11-2020-0445

[13]KIEU, P. T., NGUYEN, V. T., NGUYEN, V. T., HO, T. P. A spherical fuzzy analytic hierarchy process (SF-
AHP) and combined compromise solution (CoCoSo) algorithm in distribution center location selection: a
case study in agricultural supply chain. Axioms [online]. 2021, 10(2), 53. eISSN 2075-1680. Available from:
https://doi.org/10.3390/axioms10020053

[14] ZHOU, Y., LI, Z., DUAN, W. Exploring the dynamic impact of the Northern Sea Route on China-
Europe multimodal transportation competition in the context of the Belt and Road Initiative. Ocean and
Coastal Management [online]. 2024, 257, 107346. ISSN 0964-5691, eISSN 0964-5691. Available from:
https://doi.org/10.1016/j.0ocecoaman.2024.107346

[15] ILYAS, M., JIN, Z., ULLAH, 1., ALMUJIBAH, H. A fuzzy logic-based risk assessment framework for the
crude oil transportation supply chain. Ocean Engineering [online]. 2024, 311(2), 118997. ISSN 0029-8018,
eISSN 1873-5258. Available from: https://doi.org/10.1016/j.0ceaneng.2024.118997

[16] UR REHMAN, O., ALI, Y. Optimality study of China’s crude oil imports through China Pakistan economic
corridor using fuzzy TOPSIS and cost-benefit analysis. Transportation Research Part E: Logistics and
Transportation Review [online]. 2021, 148, 102246. ISSN 1366-5545, eISSN 1878-5794. Available from:
https://doi.org/10.1016/j.tre.2021.102246

[17] BAGOCIUS, V., ZAVADSKAS, E. K., TURSKIS, Z. Selecting a location for a liquefied natural gas terminal in the
Eastern Baltic Sea. Transport [online]. 2014, 29(1), p. 69-74. ISSN 1648-4142, eISSN 1648-3480. Available from:
https://doi.org/10.3846/16484142.2014.897996

[18] KINE, H. Z., SHIFERAW, Z., GEBRESENBET, G., TAVASSZY, L., LJUNGBERG, D. GIS-based multi-criteria
decision-making approach for dry port location analysis: the case of Ethiopia. Research in Transportation
Business and Management [online]. 2025, 60, 101370. ISSN 2210-5395, eISSN 2210-5409. Available from:
https://doi.org/10.1016/j.rtbm.2025.101370

[19] KOLAKOWSKI, P., GIL, M., WROBEL, K. Stakeholders’ view on selecting a prospective location for
marine alternative fuels bunkering station. Marine Policy [online]. 2024, 164, 106164. ISSN 0308-597X,
eISSN 1872-9460. Available from: https://doi.org/10.1016/j.marpol.2024.106164

[20] WANG, C., LI, L. A two-phase model for sustainable location of dry ports: a case of Ningbo-Zhoushan Port
in China. Transportation Planning and Technology [online]. 2023, 46(3), p. 304-334. ISSN 0308-1060,
eISSN 1029-0354. Available from: https://doi.org/10.1080/03081060.2023.2184818

VOLUME 28 COMMUNICATIONS 1/2026


https://doi.org/10.3390/systems13040299
https://doi.org/10.3390/su17010337
https://doi.org/10.3390/jmse13010119
https://doi.org/10.1016/j.clscn.2025.100203
https://doi.org/10.1016/j.clscn.2025.100203
https://doi.org/10.3390/jmse13010050
https://doi.org/10.30586/pek.1517266
https://doi.org/10.17270/J.LOG.001154
https://doi.org/10.1108/IJLM-11-2020-0445
https://doi.org/10.3390/axioms10020053
https://doi.org/10.1016/j.ocecoaman.2024.107346
https://doi.org/10.1016/j.tre.2021.102246
https://doi.org/10.3846/16484142.2014.897996
https://doi.org/10.1016/j.rtbm.2025.101370
https://doi.org/10.1016/j.marpol.2024.106164
https://doi.org/10.1080/03081060.2023.2184818

A6 KAYAR, AVSAR

[21] GARG, C. P, KASHAV, V., WANG, X. Evaluating sustainability factors of green ports in China under
fuzzy environment. Environment, Development and Sustainability [online]. 2023, 25(8), p. 7795-7821.
eISSN 1573-2975. Available from: https://doi.org/10.1007/s10668-022-02375-7

[22] IGHRAVWE, D. E., MASHAO, D. Application of a fuzzy multi-criteria decision framework for safety-critical
maritime infrastructure evaluation. Heliyon [online]. 2023, 9(7), e17782. eI[SSN 2405-8440. Available from:
https://doi.org/10.1016/j.heliyon.2023.e17782

[23] PAMUCAR, D., GORCUN, O. F. Evaluation of the European container ports using a new hybrid fuzzy
LBWA-CoCoSo’B techniques. Expert Systems with Applications [online]. 2022, 203, 117463. ISSN 0957-4174,
eISSN 1873-6793. Available from: https:/doi.org/10.1016/j.eswa.2022.117463

[24] LAMII, N., BENTALEB, F., FRI, M., MABROUKI, C., SEMMA, E. A. Use of DELPHI-AHP method to identify
and analyze risks in seaport dry port system. Transactions on Maritime Science [online]. 2022, 11(1), p. 185-206.
ISSN 1848-3305, e[SSN 1848-3313. Available from: https:/doi.org/10.7225/toms.v11.n01.w12

[25] GORCUN, O. F. Efficiency analysis of Black Sea container seaports: application of an integrated MCDM
approach. Maritime Policy and Management [online]. 2021, 48(5), p. 672-699. ISSN 0308-8839, eISSN 1464-5254.
Available from: https://doi.org/10.1080/03088839.2020.1783467

[26] KANNIKA, N., HUA TAN, P. K., PAWAR, P. K. Enhancing the competitiveness of container seaports
through sustainability: a case study of Thailand. Procedia Manufacturing [online]. 2019, 39, p. 1587-1596.
ISSN 2351-9789. Available from: https://doi.org/10.1016/j.promfg.2020.01.283

[27]BURHAN, H. A. Sustainability in industry, innovation and infrastructure: a MCDM based performance
evaluation of European Union and Turkey for sustainable development goal 9 (SDG 9). Verimlilik Dergisi
Journal of Productivity [online]. 2024, year 2024, p. 21-38. ISSN 1013-1388, eISSN 2757-6973. Available from:
https://doi.org/10.51551/verimlilik.1333767

[28] AGYEKUM, E. B., VELKIN, V. I. Multi-criteria decision-making approach in assessing the key barriers to
the adoption and use of SWH in West Africa - combination of modified Delphi and Fuzzy AHP. International
Journal of Thermofluids [online]. 2024, 23, 100795. eISSN 2666-2027. Available from: https:/doi.org/10.1016/;.
1jft.2024.100795

[29] NADEEM, R., SINGH, R., PATIDAR, A., YUSLIZA, M. Y., RAMAYAH, T., AZMI, F. T. Prioritizing determinants
of employees’ green behavior in the Indian hotel industry: an analytic hierarchy process (AHP) and fuzzy AHP
approach. Journal of Hospitality and Tourism Insights [online]. 2025, 8(8), p. 2900-2919. ISSN 2514-9792,
eISSN 2514-9806. Available from: https:/doi.org/10.1108/JHTI-07-2024-0737

[30]RAJA, S., PRAVEENKUMAR, V. Optimizing additive manufacturing parameters for graphene-reinforced
PETG impeller production: a fuzzy AHP-TOPSIS approach. Results in Engineering [online]. 2024, 24, 103018.
eISSN 2590-1230. Available from: https://doi.org/10.1016/j.rineng.2024.103018

[31] CHANG, D. Y. Applications of the extent analysis method on fuzzy AHP. European Journal of
Operational Research [online]. 1996, 95(3), p. 649-655. ISSN 0377-2217, eISSN 1872-6860. Available from:
https://doi.org/10.1016/0377-2217(95)00300-2

[32] VAN LAARHOVEN, P. J. M., PEDRYCZ, W. A fuzzy extension of Saaty’s priority theory. Fuzzy Sets and Systems
[online]. 1983, 11(1-3), p. 229-241. ISSN 0165-0114, eI[SSN 1872-6801. Available from: https://doi.org/10.1016/
S0165-0114(83)80082-7

[33]1IMRAN, R., ULLAH, K. Circular intuitionistic fuzzy EDAS approach: a new paradigm for decision-making in
the automotive industry sector. Spectrum of Engineering and Management Sciences [online]. 2025, 3(1), 76-92.
eISSN 3009-3309. Available from: https://doi.org/10.31181/sems312025371

[34] STANUJKIC, D., ZAVADSKAS, E. K., GHORABAEE, M. K., TURSKIS, Z. An extension of the EDAS method
based on the use of interval grey numbers. Studies in Informatics and Control [online]. 2017, 26(1), p. 5-12.
ISSN 1220-1766, eISSN 1841-429X. Available from: https://doi.org/10.24846/v26i1y201701

[35] SUMRIT, D., KEERATIBHUBORDEE, J. Risk assessment framework for reverse logistics in waste plastic
recycle industry: a hybrid approach incorporating FMEA decision model with AHP-LOPCOW-ARAS under
trapezoidal fuzzy set. Decision Making: Applications in Management and Engineering [online]. 2025, 8(1),
p. 42-81. ISSN 2560-6018, eISSN 2620-0104. Available from: https:/doi.org/10.31181/dmame812025984

[36] TURSKIS, Z., ZAVADSKAS, E. K. A novel method for multiple criteria analysis: grey additive ratio assessment
(ARAS-G) method. Informatica [online]. 2010, 21(4), p. 597-610. ISSN 0868-4952, eISSN 1822-8844. Available
from: https://doi.org/10.15388/Informatica.2010.307

[371KARADAG AK, O., HAZAR, A., BABUSCU, S. Evaluation of the financial performance of development and
investment banks with entropy-based ARAS method. Macroeconomics and Finance in Emerging Market
Economies [online]. 2025, 18(2), p. 441-461. ISSN 1752-0843, eISSN 1752-0851. Available from: https:/doi.org/1
0.1080/17520843.2022.2035523

[38] EUROSTAT - European statistics database [online]. 2024. Available from: https:/ec.europa.eu/eurostat

COMMUNICATIONS 1/2026 VOLUME 28


https://doi.org/10.1007/s10668-022-02375-7
https://doi.org/10.1016/j.heliyon.2023.e17782
https://doi.org/10.1016/j.eswa.2022.117463
https://doi.org/10.7225/toms.v11.n01.w12
https://doi.org/10.1080/03088839.2020.1783467
https://doi.org/10.1016/j.promfg.2020.01.283
https://doi.org/10.51551/verimlilik.1333767
https://doi.org/10.1016/j.ijft.2024.100795
https://doi.org/10.1016/j.ijft.2024.100795
https://doi.org/10.1108/JHTI-07-2024-0737
https://doi.org/10.1016/j.rineng.2024.103018
https://doi.org/10.1016/0377-2217(95)00300-2
https://doi.org/10.1016/S0165-0114(83)80082-7
https://doi.org/10.1016/S0165-0114(83)80082-7
https://doi.org/10.31181/sems31202537i
https://doi.org/10.24846/v26i1y201701
https://doi.org/10.31181/dmame812025984
https://doi.org/10.1080/17520843.2022.2035523
https://doi.org/10.1080/17520843.2022.2035523
https://ec.europa.eu/eurostat

EVALUATING PORT PERFORMANCE IN EU COUNTRIES WITH FUZZY AND GREY LOGIC A17

[39] NAZIM, M., MOHAMMAD, C. W., SADIQ, M. A comparison between fuzzy AHP and fuzzy TOPSIS methods
to software requirements selection. Alexandria Engineering Journal [online]. 2022, 61(12), p. 10851-10870.
ISSN 1110-0168, eISSN 2090-2670. Available from: https:/doi.org/10.1016/j.aej.2022.04.005

[40] YU, D., KOU, G., XU, Z., SHI, S. Analysis of collaboration evolution in AHP research: 1982-2018. International
Journal of Information Technology and Decision Making [online]. 2021, 20(1), p. 7-36. ISSN 0219-6220,
eISSN 1793-6845. Available from: https://doi.org/10.1142/S0219622020500406

[411 HASELI, G., SHEIKH, R., WANG, J., TOMASKOVA, H., TIRKOLAEE, E. B. A novel approach for group decision
making based on the best-worst method (G-BWM): application to supply chain management. Mathematics
[online]. 2021, 9(16), 1881. eISSN 2227-7390. Available from: https://doi.org/10.3390/math9161881

[42] BOONMEE, C., TANPRUTTIANUNT, N. A fuzzy multi-criteria decision framework for community isolation
center site selection to enhance public health resilience. Journal of Safety Science and Resilience [online]. 2025,
7(1), p. 1-24. eISSN 2666-4496. Available from: https:/doi.org/10.1016/j.jnlssr.2025.100227

[43] HASHMI, N., SHANKARANARAYANAN, G., MALONE, T. W. Is bigger better? A study of the effect of group size
on collective intelligence in online groups. Decision Support Systems [online]. 2023, 167, 113914. ISSN 0167-9236,
eISSN 1873-5797. Available from: https://doi.org/10.1016/j.dss.2022.113914

[44]PUSKA, A., STILIC, A., STEVIC, Z. A comprehensive decision framework for selecting distribution center
locations: a hybrid improved fuzzy SWARA and fuzzy CRADIS approach. Computation [online]. 2023, 11(4), 73.
eISSN 2079-3197. Available from: https://doi.org/10.3390/computation11040073

[45] LIMA-JUNIOR, F. R., CARPINETTI, L. C. R. Dealing with the problem of null weights and scores in
fuzzy analytic hierarchy process. Soft Computing [online]. 2020, 24(13), p. 9557-9573. ISSN 1432-7643,
eISSN 1433-7479. Available from: https://doi.org/10.1007/s00500-019-04464-8

[46] SEQUEIRA, M., HILLETOFTH, P. Applying fuzzy analytical hierarchy process to reshoring decisions with
complexity and uncertainty. In: 9th International Conference on Operations and Supply Chain Management:
proceedings. 2019. ISBN 9786027060470, p. 1-13.

[47] SEQUEIRA, M., ADLEMO, A., HILLETOFTH, P. A hybrid fuzzy-AHP-TOPSIS model for evaluation of
manufacturing relocation decisions. Operations Management Research [online]. 2023, 16(1), p. 164-191.
ISSN 1936-9735, eISSN 1936-9743. Available from: https:/doi.org/10.1007/s12063-022-00284-6

[48] VINOGRADOVA-ZINKEVIC, 1. Comparative sensitivity analysis of some fuzzy AHP methods. Mathematics
[online]. 2023, 11(24), 4984. eISSN 2227-7390. Available from: https://doi.org/10.3390/math11244984

[49] YILDIRIM, B. F., ADIGUZEL MERCANGOZ, B. Evaluating the logistics performance of OECD countries by
using fuzzy AHP and ARAS-G. Eurasian Economic Review [online]. 2020, 10(1), p. 27-45. eISSN 2147-429X.
Available from: https://doi.org/10.1007/s40822-019-00131-3

[50]1YE, J., MA, Z., XIONG, P., GUO, X. An interval feature discrete Grey-Markov model based on data
distributions and applications. Applied Mathematical Modelling [online]. 2023, 117, p. 802-819. ISSN 0307-904X,
eISSN 1872-8480. Available from: https://doi.org/10.1016/j.apm.2023.01.017

[561]1 ROY, P. K., SHAW, K. A multicriteria credit scoring model for SMEs using hybrid BWM and TOPSIS. Financial
Innovation [online]. 2021, 7(1), 77. eISSN 2199-4730. Available from: https://doi.org/10.1186/s40854-021-00295-5

[52] DEMIR, H., ARSLAN, C. A sensitivity analysis on a MCDM problem evaluated by ARAS method.
Journal of Mechanical Engineering: Prakash [online]. 2022, 1(1), p. 27-38. ISSN 0974-6846. Available from:
https://doi.org/10.56697/JMEP.2022.1104

[63] OZAYTURK, 1., OZEKENCI, E. K. Analysis of trade competitiveness of the world’s leading textiles exporters
by hybrid MCDM methods. Isletme Arastirmalart Dergisi/Journal of Business Research [online]. 2024, 16(1),
p. 166-186. ISSN 1309-0712. Available from: https://doi.org/10.20491/isarder.2024.1784

[54]RUOCCO D., MAZZARINO M. Port-system-innovation: a comprehensive model for freight railway digital
automation. A case study of Trieste Port, Italy [online]. In: Computational Science and its Applications - ICCSA
2025 workshops. ICCSA 2025. Lecture Notes in Computer Science. Vol 15897. GERVASI, O., MURGANTE, B.,
GARAU, CH., KARACA, Y., FAGINAS LAGO, M. N., SCORZA, F., BRAGA, A. C. (Eds.). Cham: Springer, 2026.
ISBN 978-3-031-97659-9, eISBN 978-3-031-97660-5. Available from: https://doi.org/10.1007/978-3-031-97648-3_9

[65] BARBAGALLO, A., TORRISI, V., RICCI, S., TWRDY, E., IGNACCOLO, M. Assessing ship emissions:
an estimation approach applied to the Port of Catania (Italy) [online]. In: Computational Science and its
Applications - ICCSA 2025 workshops. ICCSA 2025. Lecture Notes in Computer Science. Vol 15897. GERVASI, O.,
MURGANTE, B., GARAU, CH., KARACA, Y., FAGINAS LAGO, M. N., SCORZA, F., BRAGA, A. C. (Eds.). Cham:
Springer, 2026. ISBN 978-3-031-97659-9, eISBN 978-3-031-97660-5. Available from: https://doi.org/10.1007/978-
3-031-97660-5_9

[566] DE LUCA, P., VALENTINUZ, G. Social sustainability for health and well-being in port areas: a general framework
proposal with a social value approach. Corporate Social Responsibility and Environmental Management [online].
2024, 31(6), p. 6234-6245. ISSN 1535-3958, eISSN 1535-3966. Available from: https://doi.org/10.1002/csr.2920

VOLUME 28 COMMUNICATIONS 1/2026


https://doi.org/10.1016/j.aej.2022.04.005
https://doi.org/10.1142/S0219622020500406
https://doi.org/10.3390/math9161881
https://doi.org/10.1016/j.jnlssr.2025.100227
https://doi.org/10.1016/j.dss.2022.113914
https://doi.org/10.3390/computation11040073
https://doi.org/10.1007/s00500-019-04464-8
https://doi.org/10.1007/s12063-022-00284-6
https://doi.org/10.3390/math11244984
https://doi.org/10.1007/s40822-019-00131-3
https://doi.org/10.1016/j.apm.2023.01.017
https://doi.org/10.1186/s40854-021-00295-5
https://doi.org/10.56697/JMEP.2022.1104
https://doi.org/10.1002/csr.2920

A8 KAYAR, AVSAR

[67] LUPI, M., PRATELLI, A., CAMPI, F., CECCOTTI, A., FARINA, A. The “Island Formation” within the hinterland
of a port system: the case of the padan plain in Italy. Sustainability [online]. 2021, 13(9), 4819. eISSN 2071-1050.
Available from: https:/doi.org/10.3390/su13094819

[68] DANIELIS, R., GREGORI, T. An input-output-based methodology to estimate the economic role of a port: the
case of the port system of the Friuli Venezia Giulia Region, Italy. Maritime Economics and Logistics [online].
2013, 15, p. 222-255. ISSN 1479-2931, eISSN 1479-294X. Available from: https:/doi.org/10.1057/mel.2013.1

[69] PASCUAL, R. M. G., ACEROS, C. The sword trade between Spain and Italy in the 16th and 17th centuries/
El comercio de espadas entre Espana e Italia en los siglos XVI y XVII (in Spanish). Gladius [online]. 2016, 36,
p. 161-179. eISSN 1988-4168. Available from: https://doi.org/10.3989/gladius.2016.0008

[60] CABALLINI, C., BENZI, M. Fast corridors: innovative customs processes and technology to increase supply
chain competitiveness. The case of IKEA Italy. Transportation Research Interdisciplinary Perspectives [online].
2023, 21, 100909. eISSN 2590-1982. Available from: https://doi.org/10.1016/.trip.2023.100909

[61] BELCORE, O. M., POLIMENTI, A., DI GANGI, M. Performance analysis for a maritime port with high-frequency
services: an Italian case study. Case Studies on Transport Policy [online]. 2024, 17, 101263. ISSN 2213-624X,
eISSN 2213-6258. Available from: https:/doi.org/10.1016/j.cstp.2024.101263

COMMUNICATIONS 1/2026 VOLUME 28


https://doi.org/10.3390/su13094819
https://doi.org/10.1057/mel.2013.1
https://doi.org/10.3989/gladius.2016.0008
https://doi.org/10.1016/j.trip.2023.100909
https://doi.org/10.1016/j.cstp.2024.101263

ORIGINAL RESEARCH ARTICLE Mechanical Engineering in Transport Bl

This is an open access article distributed under the terms of the Creative Commons Attribution 4.0 International License (CC BY 4.0), which permits
use, distribution, and reproduction in any medium, provided the original publication is properly cited. No use, distribution or reproduction is permitted
BY

which does not comply with these terms.

AN ANALYTICAL MODEL FOR CALCULATING THE ACTIVE
INTERACTION FORCES OF THE WORKING BODY OF EARTH-

MOVING MACHINES WITH STICKY SOILS

Nurbol Kamzanov', Shynbolat Tynybekov', Nursat Baikenzhe', Guldariya Naimanova®, Bakytzhan Kyrgyzbay?,

Rustem Kozbagarov **

ISatbayev University, Almaty, Republic of Kazakhstan

*Mukhametzhan Tynyshbayev ALT University, Almaty, Republic of Kazakhstan

*E-mail of corresponding author: r.kozbagarov@alt.edu.kz

Nurbol Kamzanov
Nursat Baikenzhe
Bakytzhan Kyrgyzbay

0000-0002-2420-8362,
0009-0000-0290-9056,
0009-0004-0317-7917,

Shynbolat Tynybekov
Guldariya Naimanova
Rustem Kozbagarov

0009-0002-6146-2076,
0000-0003-4619-7243,
0000-0002-7258-0775

Resume

In this study is presented an analytical mathematical model developed
to determine the forces arising during the active penetration of machine
working bodies into sticky rocks. The methodology is based on the method
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1 Introduction

The development and operation of earthmoving
and mining machines, such as bulldozers, excavators,
scrapers, and loaders, is inextricably linked to the
problem of interaction between their working parts
and the environment being processed. The efficiency,
energy consumption, and service life of these machines
directly depend on the resistance forces that arise
during cutting, digging, and moving soil and rock [1-3].
The so-called sticky rocks pose a particular challenge for
mechanized mining. These include wet clayey and loamy
soils, oil-bituminous sands, and other materials with
high adhesion (stickiness) to the surfaces of working
bodies [4-5].

Working with sticky soils involves a number of
technological difficulties [4-7]. First, high adhesive
forces, combined with internal friction and cohesive
forces, lead to a significant increase in overall digging
resistance. This requires increased machine power,
leads to fuel overconsumption, and reduces the overall
productivity. Secondly, material sticking to blades,

buckets, and knives distorts their working geometry,
effectively “dulling” the cutting edges, which further
exacerbates the first problem. Thirdly, difficulties arise
with the complete unloading of buckets and bodies,
which requires additional time and the use of special
cleaning systems [8-9].

To solve these problems, engineers and researchers
are pursuing two main approaches: developing the new
materials and coatings for working parts that reduce
adhesion, and optimizing the geometry of the working
parts themselves. The second approach requires reliable
calculation methods that allow interaction forces to be
predicted at the design stage. Mathematical modelling
becomes an indispensable tool in this context. It allows
for a systematic study of the influence of each design
parameter (e.g., cutting angle, blade thickness) on the
forces that arise and finding their optimal combination
[10-11].

The processes of interaction between the working
bodies and material can be divided into active and
passive. Passive interaction is mainly caused by the
pressure of the environment on the working body

© 2026 THE AUTHORS
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(for example, soil pressure on a blade), while active
interaction is associated with the forced penetration
of the working body into the mass with the supply of
external energy. It is precisely the active interaction
at the cutting edge of the tool that is the key and
most energy-intensive process determining the cutting
resistance [12-14].

The purpose of this article is to present a detailed
mathematical model describing the active interaction
under normal (perpendicular) impact of the working
body on an array of sticky rock. This model allows
us to obtain an analytical formula for calculating the
penetration force, which enables design engineers to
quantitatively assess the effectiveness of various design
solutions.

2 Materials and methods
2.1 General approach and assumptions

The proposed mathematical model of active
interaction is based on the method of element-by-
element calculation of resistances. The essence of
the method is that the continuous medium in the
zone in front of the working body is mentally divided
into several separate elements (prisms) bounded by
the assumed planes of sliding. Next, the equilibrium
conditions are considered for each of these prisms,
which allows to construct a system of equations and
find the desired forces [13-14].

The model considers two interaction options
depending on the angle of the working body: with
and without the formation of a compacted core in
front of it. This article presents a more general
case-with the presence of a compacted core, which
effectively becomes an extension of the working body
and changes the conditions of its interaction with the
environment.

The following fundamental assumptions were
made when constructing the model:

1. Prisms of material bounded by planes of slip
do not compact during interaction, but move as
single, “solidified” bodies. This assumption is
generally accepted in classical soil cutting theories
and significantly simplifies the mathematical
apparatus [15-16];

2. The planes of sliding along which the material
prisms shift are straight lines and emerge onto
the free surface at an angle equal to the angle of
internal friction of the sticky rock (¢) [15-16].

2.2 Physical model and force system
The physical model of the process is shown in

Figure 1 in the source document. A working body with a
thickness of @ and a width of b with a sharpening angle

of @ is inserted to a depth of A into the sticky rock mass.
A compacted core is formed in front of it, and then the
mass is divided into three main sliding prisms [17-19].
Here is considered the general case of normal impact
of the working body on the material surface, when the
compacted core complements the working body. The
equilibrium conditions of the material prisms, bounded
by sliding planes, are analyzed sequentially [11, 13]:
e for a prism of material with cross-section bdec:

> x=—N;— Nysing — (Nitgp + tg@K,,p>Si)

cosy + Nising + (Nstgp + tg@pK,,p2Ss)cosy = 0;
>y =—Nstgp — tg@pKu,p2Ss + Nicosy — (1)
—(Nitgp + tg@pKo,p2Ss) X siny — Nscosy —

— Nscosy + (Nstgp + tg@pKo,p2Ss)siny — G = 0;

e for a prism of material with a cross section bfd:

> ox =— Nssiny — (Nstg@ + tg@pKu,p2Ss)
cosy + N; =0,

>y =—Nicosy — (Nstgp + tg@p K, p»Ss)
siny — NitgpKo, — tgp K1 Ss — Gz = 0;

(2)

e for a prism of material with cross section abc:

> x = Nicose — (Nitgp + tgpKu,p2Si)sine +

+ Naocos€ + (Notgp + tg@pKp,p2Ss)sine — Ny = 0;
>y =—Nisine — (Nitggp + tg@pKu,p2S1)cose + (3)
+ Nysine — (Natgp + tg@ Ko, p2S2)cos € +

+ Nstgp + tgpKup2Ss — G,

where N,, N, N, N, N, and N, - normal reaction
forces acting perpendicular to the corresponding sliding
surfaces and working body surfaces; G,, G, and G, - the
gravitational forces (weight) of the corresponding soil
prisms involved in the interaction; S, S,, S,, S,, S, S, -
the areas of the corresponding sliding surfaces on which
the forces act; K , K, - coefficients of the influence of
speed on stickiness and adhesion indicators; ¢ - angle
of internal friction; y - angle of inclination of rock slip
(shear) planes relative to the horizontal; p - angle of
external friction; p, - specific adhesion; p, - traction.

For each of the three prisms, two equilibrium
equations are formulated (the sums of the projections
of all the forces on the horizontal and vertical axes
are zero). This leads to a system of six linear algebraic
equations with six unknown reaction forces.

The values of the sliding plane area S, S,, ..., S,
S, and the weight of the material volume G,, G, and
G, at a penetration depth 4, working body thickness a,

width b with a sharpening angle 20((0( > % + %) are
as follows:

ab

51152:m; 4)
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WotgpK., F, fap S;

Figure 1 Physical model of active interaction under normal impact
of the working body on the rock mass: 1 - working body; 2 - sliding surface

ab

S; = 19€ > (5)
a a
S 7a(h72tga+tg—8). ©)
" sin g ’
_ __a 1 .
S5 = b<h 2tga>sinl// ’ @
_ a .
S = b(h— 5ie); ®)
G=1aby, ©
4 lge Vs
_ 1 a \ .
G = 5b(h —gpae) cloyy s (10)
_ 1 a a
G = gocioyy|h— (5is + 40g) ~
(11)

_<h — ZtZO! )2] = %}/bctgy/[(Zh — tgia +
+igeige t

where h - depth of penetration; a - working body
thickness; b - working width; « - angle of sharpening of
the working body; ¢ - angle of the filled core; y - material
density.

2.2.1 Assumption about the shear angle

When considering the equilibrium of material
prisms, bounded by the sliding planes, a relationship
is established between the cutting angle of the working
body a, the core filling angle ¢, and the angle of

inclination of the sliding planes.

In accordance with the classical principles of
soil mechanics, when the compacted core acts as a
continuation of the working body, the angle of inclination
of the shear plane y to the horizon at the contact
boundary is often taken according to the formula:

y=2+9

(12)
where ¢ - angle of internal friction of the material.

Since, in this general case, the compacted core
complements the working body, its geometry (determined
by the angle ¢) directly affects the conditions for the
formation of sliding planes.

The core filling angle ¢ is replaced by a classical
expression that determines the most probable shear
angle:

8%1//:%+‘£. (13)

This assumption allows for all the coefficients A, to
be expressed exclusively in terms of the fundamental
physical properties of the material (p, p) and the
key geometric parameter o, which greatly simplifies
engineering calculations. Further verification of the
influence of this assumption is part of the required
model validation.

3 Results and discussions

The main result of the work is obtaining an analytical
solution for the system of equilibrium equations and
deriving the final formula for calculating the insertion
force of the working body.

Applying trigonometric transformations, one
transforms Equations (1) - (3) and obtains an algebraic
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system of equations, linear with respect to unknowns N,
to N, in the form:

cos(e + @) cos(e — @)

17" cos@ T Ne cosgp Ny = 0;
sin(e + @) sin(e — @) B
— MM T cosg + Ny cosQ + Nslgp =

Ku,p2(2S1cose — Ss)tgp + Gy;
N N, sin(y — @) N sin(y + (0)

cos @ cos @
Kusp2(Ss — Ss)tgep cosyr; (14)
~Ntg + N YL sV L 9)
Kuzpz[(53 - Sa)Slnl//]tggD + Gz,
]\G%S;;q’) + Ns = K, p2Sstg@ cosy;
in(y +
N WO N~ KupiSitap +

+ Kuzpz SStg(DSin |4 + Gs.

The system of six Equations (14) can be conveniently
divided into three independent subsystems, each
containing two equations. The solution is performed
sequentially, starting with the last one, which is furthest
from the working body of the prism.

This system can be divided into three subsystems:
I - Equations (1) and (2), IT - Equations (3) and (4), III
- Equations (5) and (6). Solving the subsystem III one
finds the value of force N,. To do that, one multiplies its
first equation by cos(y + @) and, adding it term by
term to the second equation multiplied by sin(y + @),
one gets:

Ns[cos(y + @) — tgpsin(y + ¢)] =
Kusp2 Sstgpl cosy cos(y + @)siny +

+sinysin(y + @)] + tgpKo p1 Sssin (15)
(v + @)+ Gssin(y + @)
or
B sinpsin(y + @) ]
JVG - Kvlplsﬁ COS(I// -+ ¢ +p) + szp2sa (16)

cospsin(y + @)
“cos(y +@+p)°

sing cos p
cos(w + ¢+ p)

From the subsystem II, one determines the value of
force N,. The first equation of the system is multiplied
by cos(y + @), and the second by sin(y + @), and,
adding them term by term, one will find:

+2
g P = Kepioellsi

+ Sysin(y + @)] + Gesin(y + @)

or

Ss)cos@ + an

N; =
Kop [(S: — S5)]cos@ + S;sin(y + @)sing
var? cos(y + 2¢)
cos@sin(y + @)
cos(w +2¢) -

+  (18)

+ G

From system I, one determines the value of force
N,. Its first equation is multiplied by sin(e — @) and
its second equation by —cos(& — @), and then, after
adding them together term by term, one finds:

NSRS — NoSE — Kup(2Sicose = S)(qg)

tgp cos(e — @) — Gicos(e — @)

or

M= Nssslln% — Ky, p2(2Sicose — Sy)

singcos(e — @) Glcos(e—(p)cos(o (20)
sin2e sin2¢ :

Substituting Equation (18) from (16), one calculates:

N =
X [(S: — Sscos@ + Sssin(y + (0))sml//]
b2 2cos€cos(y + 2¢)
cos@sin(y + @)cos@
2cosecos(y + 2¢)
cos(e + (o)cosgo
sin 2¢

e @D

-G

The force required to drive the working body into
the sticky rock mass is determined by the formula:

B, = Nisine + (Nitgp + tgpKu.p:Si)cos € +

22
+ Nitgp + tgpKuv 1 S6 @2)
or
in(e +
By, = M%S(pq)) + Nistgp + Ko p1Sstgp + (23)
+ Ku.p2 Ss1tg cos €.

Substituting the values of forces N, and N, into
Equation (23), one obtains:

(St — Ss5)cosp + Sysin(y + @)
2coséecos(y + 2¢)

Bep = {szpz

. cos@sin(y + @)
sing + G 2cosecos(y + 2¢) N
cos(e — (p)cos(ﬁ}

sin2e
sinpsin(y — @)
+{KI/1PIS&' COS(I//+(0+p)
sing cos p cospsin(y + @)

cos(w +@+p) " cos(w + ¢+ p)
+Km]'7156tgp + Ku1p181t9¢ COSE.

sin(e + @)
cos @

-G

+ 24)

+ Kuzpz SS

}tgp +

After reducing these terms and making the
appropriate notations, one finds:

Be/) = Kml‘)lb( 2tg0( >A1 + Kw,l'Jz[ s +
TR I TS
b

( 2tga )A5 + Yz ( Ztga ) As,
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where
A, = si'n(p/cosgo + sing + sin(y + @) N
sinpcos(y + @) smpcos(% %) © sine siny cos(y + 2¢)
~cos(y to+v) < L9 ) (26) COSE ) _ 3tg¢ tgp(1 —sing)  (27)
cos t5tp cos @ cos( o J (p ) cos @ ;
Table 1 The values of the coefficients A, A, A, A, A, A,
Internal friction =~ External friction The value of the coefficients

angle ¢, degree angle p, degree A A, A, A, A, A,
5 0.06 0.51 0.01 0.54 0.78 -0.64

0.10 0.51 0.02 0.54 0.78 -0.60

10 0.22 0.51 0.04 0.54 0.78 -0.45

15 0.38 0.51 0.07 0.54 0.78 -0.26

20 0.60 0.51 0.12 0.54 0.78 0.01

25 0.95 0.51 0.16 0.54 0.78 0.42

30 1.56 0.51 0.30 0.54 0.78 1.15

10 0.06 1.21 0.02 0.57 1.23 -0.95

0.10 1.21 0.04 0.57 1.23 0.89

10 0.22 1.21 0.09 0.57 1.23 -0.72

15 0.39 1.21 0.17 0.57 1.23 -0.47

20 0.64 121 0.27 0.57 1.23 -0.12

25 1.05 1.21 0.44 0.57 1.23 0.46

30 1.85 1.21 0.78 0.57 1.23 1.60

15 0.06 2.31 0.04 0.58 2.05 -1.48
0.10 2.31 0.07 0.58 2.05 -141

10 0.23 2.31 0.16 0.58 2.05 -1.10

15 0.41 2.31 0.29 0.58 2.05 -0.87

20 0.69 2.31 0.48 0.58 2.05 -0.40

25 119 2.31 0.83 0.58 2.05 0.45

30 2.33 2.31 1.63 0.58 2.05 2.39

20 0.06 4.47 0.06 0.59 3.81 -2.55
0.10 4.47 0.10 0.59 3.81 -2.46

10 0.24 447 0.25 0.59 3.81 -2.18

15 0.43 4.47 0.45 0.59 3.81 -1.78

20 0.96 4.47 0.79 0.59 3.81 -1.12

25 1.40 4.47 1.45 0.59 3.81 0.18

30 3.29 4.47 3.42 0.59 3.81 4.05

25 0.06 11.01 0.08 0.59 9.36 -5.82
0.10 11.01 0.15 0.59 9.36 -5.71

10 0.24 11.01 0.36 0.59 9.36 -5.36

15 0.46 11.01 0.68 0.59 9.36 -4.82

20 0.85 11.01 1.24 0.59 9.36 -3.87

25 1.74 11.01 2.55 0.59 9.36 -1.68

30 6.16 11.01 9.02 0.59 9.36 9.21
28 0.06 30.80 0.10 0.58 26.43 -15.72
0.10 30.80 0.18 0.58 26.43 -15.59
10 0.23 30.80 0.44 0.58 26.43 -15.19
15 0.48 30.80 0.86 0.58 26.43 -14.54

20 0.92 30.80 1.63 0.58 26.43 13.32

25 2.06 30.80 3.49 0.58 26.43 10.11
30 14.74 30.80 26.11 0.58 26.43 24.99
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A, — singsinp B
7 sinycos(y + ¢ +p)
sin@sin p (28)
COS(% + %)COS(% + % + p>y
4, — cos(e —@)sin(e + @)
e 2sin’e N
. (29)
sin(% + §)sin(F + §o)
1+ sing ’
A = ctgy sin(y + @)sin(e + @)
o 2cos €cos(y + 2¢) N 30)
L, o(m @ 30
s (F+ ol %+ F)
2ctgp cosecos(y + 2¢) —
A = —sin(e + @)cos(y + ¢ + p)
*" 2cosecos(y + 2¢)cos(y + @ + p)
ctgysin(y + @) =
(31)

sinpsin2<% + %)

cos(%-i— %’)cos( ) + d +p>

2
— 5 (F+ Gl 5+ So)

where A, A,, A,, A, A, A, -are the dimensionless
coefficients that depend only on the angular
characteristics of the system: the angle of sharpening
of the working body «, the angle of internal friction of
the rock ¢, and the angle of friction of the rock against
the surface of the working body p. The formulas for
calculating these coefficients are given in Equations
(26)-(31) in the original work [4, 13]. The coefficients
A, to A, obtained from the calculations, intended for
practical use, are given in Table 1.

Table 1 shows how each coefficient changes as the
external friction angle increases.

The coefficients A, and A, show a clear increase with
an increase in both the internal friction angle (p) and the
external friction angle (p).

The coefficients A, and A, remain constant for
a fixed value of ¢ and do not depend on the external
friction angle p.

Coefficients A, and A, show a more complex
relationship, where A, mainly increases, while A,
changes its sign and also increases with increasing
friction angles. This data helps to better understand
the relationships between the physical properties of the
material (friction angles) and the calculated coefficients.

The remaining coefficients have a more complex
but analytically defined structure. Thus, the resulting
formula is the final result of modelling and allows
calculations of active resistance forces during the normal
penetration.

3.1 Sensitivity analysis of formula P,

To assess the engineering significance of the
developed model and quantitatively evaluate the
influence of various input data on the final resistance
force, a sensitivity analysis of the final formula P, in
Equation (24) was performed.

The analysis focuses on four key parameters that
have the greatest direct impact on the penetration
force: h penetration depth; a working body thickness; p,
specific adhesion; Y material density.

Sensitivity analysis was performed by sequentially
varying each of the key parameters within + 20% of their
nominal value, while the other parameters remained
fixed (ceteris paribus). The change in resistance force
P, during this parameter change allows to determine
the sensitivity coefficient of the model to this parameter.

The analysis results show that formula P, has
varying degrees of sensitivity to each of the input
parameters:

* High sensitivity to geometric parameters (b and
a): The force demonstrates a strong, almost linear
dependence on the penetration depth and thickness
of the working body. A 10% increase in & or a leads
to a disproportionately greater increase of P, due
to an increase in the volume of material prisms and
sliding surface areas. This analytically confirms
the hypothesis that optimizing the geometry of the
tool is the most effective way to reduce the energy
intensity of the process.

* Moderate sensitivity to adhesion p,: The specific
adhesion parameter p, has a significant but more
predictable effect, as it directly enters the adhesion
terms of Equation (24). Effect of p, is particularly
pronounced in the case of materials with high clay
and moisture content.

* Low sensitivity to density 7y : Force P, is the least
sensitive to the density of a material y. This is
because the members dependent on the weight of
the prisms account for a smaller proportion of the
total resistance force compared to the forces caused
by friction and adhesion, especially at shallow
penetration depths.

The data obtained allows to quantitatively assess
that, to minimize the resistance force P, , the greatest
engineering attention should be paid to reducing the
geometric parameters and applying coatings that reduce
adhesion p,.

4 Model validation

4.1 Model limitations and justification
for validation

A significant limitation of the current study is
its reliance solely on the analytical derivation of the

formula for determining the force of penetration P,

COMMUNICATIONS 1/2026

VOLUME 28



AN ANALYTICAL MODEL FOR CALCULATING THE ACTIVE INTERACTION FORCES OF THE WORKING... B7

in Equation (24). Although the method of element-by-
element calculation of resistances provides a reliable
theoretical basis, the accuracy and practical applicability
of the analytical expression obtained depend entirely on
the simplifying assumptions made in Section 2.1 (e.g.,
incompressibility of prisms, straightness of the slip
planes).

Therefore, the external validation is extremely
important for confirming the practical reliability of the
developed model.

4.2 Model validation strategy

To ensure the engineering value and reliability of
the derived formula for P, ; the analytical results must
be quantitatively compared to the data obtained by
independent methods. The following two approaches are
recommended for the future work:

Experimental validation:

* Comparison of the calculated strength P, = to
the measured data obtained during laboratory
tests (e.g., direct shear tests or miniature cutting
experiments) using typical viscous or sticky soils
(e.g., wet clay or loam).

This comparison should cover a range of key
parameters, such as different penetration depths A,
working body thickness @, and speed, to evaluate
the accuracy of the model under different operating
conditions

Numerical validation:
¢ Comparison of the calculated force P, to the results

obtained by numerical methods, in particular the

finite element method.

The numerical model would allow for the nonlinear
behavior of the material (plasticity, compaction) and the
complex geometry of the compacted core to be taken into
account, providing a reliable benchmark for comparison
to the simplified linear assumptions of the analytical
model.

Successful validation demonstrating a
correlation between the analytical results
independent data will confirm the applicability of
the model for engineering design and optimization of
working bodies in sticky rock conditions. Conversely,
any significant deviation would indicate the need for
further refinement of the initial assumptions, especially
regarding the behavior of the material under load.

close
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5 Conclusions

In this paper is presented and described in detail a
mathematical model of active interaction between the
working body and an array of sticky rock during normal
penetration. Based on the method of element-by-element
calculation of resistances and a number of physically
justified assumptions, a final analytical formula for
calculating the penetration force is derived.

Key findings:

1. The developed model allows quantitative
determination of resistance force as a function of the
geometric parameters of the tool (thickness, width,
sharpening angle) and the physical and mechanical
properties of the rock (weight, friction, adhesion);

2. The formula clearly divides the total resistance into
components determined by the weight of the rock,
its internal strength (cohesion), and adhesive forces
(adhesion), which allows for analysis of the energy
expenditure structure;

3. The model analytically confirms the practical
importance of optimizing the geometry of the working
body, in particular, it shows the effectiveness of
reducing the thickness and sharpening angle of the
cutting edge to reduce the energy intensity of the
cutting process.

The presented model is a ready-made engineering
tool that can be used in the design of working parts for
bulldozers, scrapers, excavators, and other equipment
to increase their efficiency when working in difficult
conditions with sticky and hard rocks. It provides a
theoretical basis for making informed design decisions
aimed at reducing energy consumption and increasing
machine productivity.
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The dependence has been obtained that links the degree of coagulation of
soot particles, the parameters of the ultrasonic equipment, the geometric
dimensions of the ultrasonic muffler, the frequency characteristics of
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1 Introduction

Present-day environmental safety standards for
vehicles make it necessary to develop effective methods
for reducing the toxicity of internal combustion engine
exhaust gases. One of the most dangerous components of
exhaust gases are the soot particles, especially fractions
smaller than 10 microns (PM10). They easily penetrate
the human respiratory system and cause diseases of the
respiratory system and cardiovascular system. Long-
term exposure to such particles can contribute to the
development of chronic pathologies and negatively affect
the environment, settling in the soil and water bodies
[1-7]

Study in the field of developing the exhaust gas
cleaning systems represents an urgent task aimed at
reducing the content of soot particles and the other
harmful substances in the exhaust gases of internal
combustion engines. One of the promising areas for
reducing the harmful emissions is the use of ultrasonic
technologies in the exhaust gas neutralization system
[8-14].

Works [8-9, 14] present the results of studies of the
ultrasonic muffler operation that is a device in the form
of a pipe with a built-in emitter of ultrasonic waves.

In this case, the high-frequency acoustic vibrations
contribute to the intensification of the processes of
coagulation and sedimentation of solid particles. The set
of parameters of the muffler mode and design determine
the specific modes of its operation. The hypothesis of the
study is an assumption of the existence of an optimal
cleaning mode for specific designs of mufflers of different
sizes and operating modes.

The aim of the study was to determine the optimal
parameters of ultrasonic equipment for the most effective
cleaning of exhaust gas during operation.

The scientific novelty of the study is establishing
the dependence of the coagulation degree on the engine
crankshaft speed, muffler characteristics and ultrasonic
equipment.

The practical usefulness lies in the use of the
established dependence in the design of exhaust gas
cleaning systems to determine the characteristics of
ultrasonic equipment and its operating mode.

Coagulation of particles in the exhaust gas of an
internal combustion engine occurs almost constantly
due to the chaotic movement of particles, their collisions
and adhesion in the gas volume [15-17].

When exposed to ultrasound, the coagulation process
is intensified, not only due to increasing orthokinetic
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) - the exhaust gas movement direction;
<«— - the ultrasound action direction;

1 - inlet pipe; 2 - muffler body; 3 - outlet pipe; 4 - ultrasonic wave emitter;
5 - ultrasonic pulse generator

Figure 1 Ultrasonic muffler schematics

coagulation, but due to the occurrence of hydrodynamic
coagulation of solid particles in the ultrasonic field,
as well, which contributes to the greatest efficiency of
the coagulation-sedimentation process. Hydrodynamic
coagulation occurs in the ultrasonic field, in which
the large particles begin to converge under the action
of hydrodynamic forces in the sense of Bjerknes and
coagulate due to friction. The coagulation process is
described by the Bjerknes equations [8, 17-18].

In works [8-9, 14] experiments were conducted
using the ultrasound of different frequencies, power
characteristics, different directions of ultrasonic
radiation, with different crankshaft rotation speeds.
Based on the obtained research results, one of the
conclusions is that the greatest cleaning efficiency is
achieved by transmitting the ultrasonic waves in the
horizontal direction against the direction of movement
of exhaust gases [8-9]. The scheme of the ultrasonic
muffler is shown in Figure 1.

An assumption was made about the existence of the
cleaning efficiency of an ultrasonic device dependence on
a number of factors, including the rotation speed of the
ICE crankshaft and the intensity of ultrasonic radiation
[8-9, 14].

Thus, the experiments carried out on ultrasonic
mufflers [8-9, 14] indicate the need for further research
in the field of determining the cleaning efficiency
dependence on the parameters of ultrasonic equipment,
which is required for the design of ultrasonic devices for
cleaning exhaust gases of ICEs.

2 Materials and research methods

Several dependences of the coagulation process have
been analyzed, such as the Smoluchowski coagulation
kinetics, the Einstein diffusion coefficient [19], and the
Kidoo dependence [19], of which the last has attracted
the greatest interest. The dependence proposed in 1951
by scientist Kidoo Gordon based on the calculations
of Vivian and Stokes [17, 20] between the degree of

coagulation E, the number of particles G in 1 cm? and
the time of irradiation ¢ with ultrasound of intensity
J allows for identifying the relationship between the
degree of coagulation, the time of ultrasonic exposure,
which depends on the rotation frequency of the internal
combustion engine crankshaft, and the intensity of
ultrasonic radiation:

k

lg(IOO—E)fW, (1)

where:

E s the coagulation degree, %;

k is a constant value for the studied design of the
ultrasonic muffler depending on the frequency of
ultrasound, the nature of the particles and the
equipment used,;

G is the number of particles in 1 cm? particles/cm?.
It is determined based on the initial smoke index of
the exhaust gas D ;
is the time of ultrasound action, s;

J  is the ultrasound intensity, W/cm? It is determined
according to the formula:

ji= % W/em?*, 2)

where:

W is the ultrasound power, W;

S is the cross section of the ultrasound muffler, cm?.
From Equation (1), the constant value % is

determined as follows:

k=1g(100 — E)- G-t-J. (3)

The degree of coagulation E is the ratio of changing
the smoke content of the exhaust gas to the initial smoke
index and is determined as follows:

D() — Dz . 0,
5100, %, 4)

E =
where:

D, is the initial smoke index of the exhaust gas without
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the ultrasound action, m;
D. is the smoke index of the exhaust gas after the

ultrasonic cleaning, m.

The most important task not solved in works [8-9,
14], is determining the number of soot particles in
1 cm?. To determine the number of particles G in 1
cm?®, the smoke index of the exhaust gas is used that
corresponds to a certain mass concentration of soot
M, g/m?, determined according to the table “Ratios of
units of measurement of smoke and mass concentration
of soot” of the Operating Manual for the exhaust gas
smoke meter [21]. If the data in the table do not cover
the measured range of values D, then the value of
M is determined by the empirical dependence on the
absorption coefficient D, m!, determined based on the
data in the table:

M = 0.00334D° — 0.01208D* +

5
+0.18064D — 0.01032, g/m”. ®)

Knowing the mass concentration of soot and the
mass of one soot particle, the number of particles in 1
cm?® is determined using the formula:

M 6 .
ag, " 107" particles/cm?, (6)

G:

where:
M is the mass soot concentration, g/m?;
m, is the soot particle mass, g.

The mass of one soot particle is determined based on
the average size of the radius of soot particles r = 15.25
nm, density p = 1.9 g/cm? [22]:

Msp. = Vip 0,9, (7)

where:
V., is the average volume of the soot particle, cm?;
p  is the soot particle density, g/cm?.
Assuming that the soot particle has the shape
of a sphere [15-16], the volume of the soot particle is

determined by the formula:

Vip. = %ﬂrg, cm’?;
Vip. = 1.48483 - 10 Yem?; (8)
msp = 2.82118 - 10 Vg,

The time of ultrasonic action ¢, depending on the
speed of the exhaust gas movement depends on the

rotation frequency of the crankshaft and the volume of
the engine cylinders according to the formula [23]:

. . 2
=L ®

where:
@ is the crankshaft rotation frequency, rps;
@ is the engine cylinder volume, cm?.
Thus, the constant value % is determined as:

k= 1g(100 - 25 Liygo) . LT 'QRZﬁ. (10)

From Equation (1), the coagulation degree E is
determined as:

E = 100 — 1067, %. (1

This formula is applicable to determining the degree
of soot particle coagulation in a flow-through muffler
equipped with an ultrasonic emitter. The constant %
calculated using Equation (10) adapts Equation (11) to a
specific muffler design with given geometric dimensions
and a set ultrasonic frequency under various engine
operating conditions and ultrasonic equipment power
levels.

Substituting Equations (6), (9) and (10) into the
formula for determining the degree of coagulation E,
in Equation (11) and changing the values of ®» and
J, the dependences of the degree of coagulation that
characterize the cleaning efficiency on the rotation
frequency of the ICE crankshaft and the intensity of
ultrasonic radiation are determined.

The calculation is now performed of a full-
size ultrasonic automobile muffler bench (Figure
2) developed in the laboratory of the Transport
Equipment and Logistics Systems Department of the
Abylkas Saginov Karaganda Technical University
(Karaganda, Kazakhstan), where experiments were
carried out to determine the efficiency of ultrasonic
exposure [9].

The ultrasonic equipment provided the ultrasound
radiation with frequency of 25 kHz and power of 50 W,
horizontally against the direction of the exhaust gases
in the muffler. The inlet pipe of the bench was connected
to the muffler of a vehicle equipped with a diesel engine
with the volume of 2700 cm?®. The smoke content of the
exhaust gas was measured with a smoke meter on the
outlet pipe of the ultrasonic vehicle muffler bench.

Figure 2 Full-size ultrasonic vehicle muffler bench
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The results of the experiments are shown in Table 1.
The average value of the absorption coefficient for
five measurements without ultrasound exposure was

Table 1 Experimental results

D, = 119 m" with a standard deviation of 0.012, with
ultrasound exposure - D, = 0.86 m"' with a standard
deviation of 0.014 [9].

Measurement number D, D,

1 12 0.86

2 1.17 0.84

3 1.19 0.88

4 121 0.85

5 1.18 0.88

Table 2 The k value calculation

Indicator Value
Ultrasound frequency f, Hz 25
Ultrasound power W, W 50
Absorption coefficient value D, without ultrasound exposure, m™ 119
Absorption coefficient value D, with ultrasound exposure, m™* 0.86
Degree of coagulation E, % 11.84
Mass concentration of soot M, g/m? 0.122
Number of soot particles in 1 cm? G, particles/cm? 4324424448
Engine crankshaft rotation frequency o, rpm 750
Engine crankshaft rotation frequency o, rps 12.5
Engine capacity V, , m? 0.0027
Ultrasonic muffler length L, m 1
Ultrasonic muffler radius R, m 0.055
Ultrasonic muffler cross-sectional area S, m? 0.009499
Ultrasound intensity j, W/cm? 5263.989
Ultrasonic exposure time t, s 0.141
Constant value % 82073908106

Table 3 Calculation of the coagulation degree E in the course of ultrasonic during cleaning with frequency of 25 kHz and

power of 50 W and various crankshaft speeds of a diesel engine of a volume of 2700 cm?

f, Hz k o, rpm o, rpm chl, m? L,m R,m t, s J, W/m? E, %
25 82073908106 750 12.50 0.0027 1 0.055 0.141 5263.99 27731
25 82073908106 800 13.33 0.0027 1 0.055 0.132 5263.99 3.865
25 82073908106 850 14.17 0.0027 1 0.055 0.124 5263.99 -27.883
25 82073908106 900 15.00 0.0027 1 0.055 0.117 5263.99 -70.115
25 82073908106 950 15.83 0.0027 1 0.055 0.111 5263.99 -126.293
25 82073908106 1000 16.67 0.0027 1 0.055 0.106 5263.99 -201.025
25 82073908106 1050 17.50 0.0027 1 0.055 0.101 5263.99 -300.435
25 82073908106 1100 18.33 0.0027 1 0.055 0.096 5263.99 -432.675
25 82073908106 1150 19.17 0.0027 1 0.055 0.092 5263.99 -608.586
25 82073908106 1200 20.00 0.0027 1 0.055 0.088 5263.99 -842.589
25 82073908106 1250 20.83 0.0027 1 0.055 0.084 5263.99  -1153.870
25 82073908106 1300 21.67 0.0027 1 0.055 0.081 5263.99  -1567.948
25 82073908106 1350 22.50 0.0027 1 0.055 0.078 5263.99  -2118.772
25 82073908106 1400 23.33 0.0027 1 0.055 0.075 5263.99  -2851.500
25 82073908106 1450 24.17 0.0027 1 0.055 0.073 5263.99  -3826.204
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3 Results

Based on the results of the experiment on an
ultrasonic muffler with the following parameters: length
- 1000 mm, diameter - 110 mm, ultrasonic emitter
frequency 25 kHz, power - 50 W, the value of & was
calculated. The initial data and calculation results are
given in Table 2.

The found value 2 = 82073908106 is a constant
for the studied design of the ultrasonic muffler and is
used to determine the dependences of the coagulation
degree on the engine crankshaft speed and ultrasound
power. Based on the calculated value %, changes in the
coagulation degree were determined using Equation

E, %
0

(11), when cleaning with frequency of 25 kHz and power
of 50 W and various crankshaft speeds of a diesel ICE
with the volume of 2700 cm?®. The calculation results
are presented in Table 3. The graph of changing the
coagulation degree, when cleaning with frequency of 25
kHz and power of 50 W and various crankshaft speeds
of a diesel ICE with the volume of 2700 cm?, is shown
in Figure 3.

The maximum smoke index of a diesel engine is
usually observed in the range of 1200-1800 rpm [24]. The
dependence of the coagulation degree E using Equation
(11) during the cleaning with ultrasound at frequency
of 25 kHz and the maximum rotation frequency of the
crankshaft of a diesel internal combustion engine in the

5007
-1000
11500
22000
2500
3000
13500
-4000
4500

1200 1300

1400 o, rpm

Figure 3 Graph of changing the degree of coagulation E in the course of ultrasonic cleaning with frequency
of 25 kHz and power of 50 W and different crankshaft speeds of a diesel engine of a volume of 2700 cm?

Table 4 Calculation of the coagulation degree E dependence during the cleaning with ultrasound at frequency of 25 kHz
and the crankshaft speed of 1800 rpm of a diesel engine of a volume of 2700 cm? on the power of ultrasonic radiation W

f, Hz k o, rpm o, rps chv m? L,m R, m t, s W, W E, %
25 82073908106 1800 30 0.0027 1 0.055 0.059 50 -28839.004
25 82073908106 1800 30 0.0027 1 0.055 0.059 125 -563.269
25 82073908106 1800 30 0.0027 1 0.055 0.059 200 -70.115
25 82073908106 1800 30 0.0027 1 0.055 0.059 275 20.130
25 82073908106 1800 30 0.0027 1 0.055 0.059 350 51.440
25 82073908106 1800 30 0.0027 1 0.055 0.059 425 66.094
25 82073908106 1800 30 0.0027 1 0.055 0.059 500 74.246
25 82073908106 1800 30 0.0027 1 0.055 0.059 575 79.317
25 82073908106 1800 30 0.0027 1 0.055 0.059 650 82.726
25 82073908106 1800 30 0.0027 1 0.055 0.059 725 85.153
25 82073908106 1800 30 0.0027 1 0.055 0.059 800 86.957
25 82073908106 1800 30 0.0027 1 0.055 0.059 875 88.345
25 82073908106 1800 30 0.0027 1 0.055 0.059 950 89.443
25 82073908106 1800 30 0.0027 1 0.055 0.059 1025 90.331
25 82073908106 1800 30 0.0027 1 0.055 0.059 1100 91.063
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Figure 4 Graph of the coagulation degree E dependence in the course of cleaning with frequency of 25 kHz and the
crankshaft speed of 1800 rpm of a diesel engine of a volume of 2700 cm?® on the power of ultrasonic radiation W

Table 5 Calculation of the coagulation degree E during cleaning with ultrasound with frequency of 25 kHz and power of
600 W and various crankshaft rotation frequencies of a diesel ICE of a volume of 2700 ¢cm?

f, Hz k o, rpm ®, Ips chv m? L,m R, m t, s J,W E, %
25 82073908106 750 12.50 0.0027 1 0.055 0.141 63167.869 96.559
25 82073908106 950 15.83 0.0027 1 0.055 0.111 63167.869 95.217
25 82073908106 1150 19.17 0.0027 1 0.055 0.092 63167.869 93.350
25 82073908106 1350 22.50 0.0027 1 0.055 0.078 63167.869 90.754
25 82073908106 1550 25.83 0.0027 1 0.055 0.068 63167.869 87.146
25 82073908106 1750 29.17 0.0027 1 0.055 0.060 63167.869 82.129
25 82073908106 1950 32.50 0.0027 1 0.055 0.054 63167.869 75.155
25 82073908106 2150 35.83 0.0027 1 0.055 0.049 63167.869 65.458
25 82073908106 2350 39.17 0.0027 1 0.055 0.045 63167.869 51.977
25 82073908106 2550 42.50 0.0027 1 0.055 0.041 63167.869 33.234
25 82073908106 2750 45.83 0.0027 1 0.055 0.038 63167.869 7177
25 82073908106 2950 49.17 0.0027 1 0.055 0.036 63167.869 -29.050
25 82073908106 3150 52.50 0.0027 1 0.055 0.034 63167.869 -79.415
25 82073908106 3350 55.83 0.0027 1 0.055 0.032 63167.869 -149.437
25 82073908106 3550 59.17 0.0027 1 0.055 0.030 63167.869 -246.787

E, %

100

50

0

507 0 1200 1700 2200 2700 3200 w, rpm

-100
-150
-200
-250
-300

Figure 5 Graph of changing the degree of coagulation E in the course of ultrasonic cleaning with frequency
of 25 kHz and power of 600 W and different crankshaft speeds of a diesel engine of a volume of 2700 cm?
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range at which the maximum smoke is usually observed,
i.e., 1800 rpm, on the power of ultrasonic radiation was
calculated (Table 4).

Figure 4 shows the graph of the coagulation degree
E dependence in the course of cleaning with frequency
of 25 kHz and the crankshaft speed of 1800 rpm of a
diesel engine of a volume of 2700 cm3 on the power of
ultrasonic radiation W.

The performance characteristics of the ultrasonic
muffler of a calculated parameters of the ultrasonic
equipment were determined. The calculation of
the coagulation degree E during the cleaning with
ultrasound with frequency of 25 kHz and power of 600 W
and various crankshaft rotation frequencies of a diesel
ICE of a volume of 2700 cm? using Equation (11), is
presented in Table 5.

Figure 5 shows the graph of changing the degree of
coagulation E in the course of ultrasonic cleaning with
frequency of 25 kHz and power of 600 W and different
crankshaft speeds of a diesel engine of a volume
of 2700 cm?.

4 Discussion and conclusions

According to the graph of changing the coagulation
degree E in the course of ultrasonic cleaning with
different crankshaft speeds of a diesel ICE of a volume
of 2700 cm?® (Figure 1), it was concluded that the
ultrasonic cleaning with frequency of 25 kHz and power
of 50 W will still occur at idle crankshaft speeds of the
engine of 750 rpm and will amount to 27.73%. With
such a cleaning efficiency, the use of an ultrasonic
muffler is impractical. To increase the cleaning degree
to 80% and higher, it is necessary to increase the power
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Resume

In this article is presented a new method of ultrasonic cleaning of exhaust
gases of diesel engines by coagulation of soot particles and their subsequent
sedimentation. The analytical modelling of the particle motion in a vertical
muffler stand was carried out, taking into account the ultrasonic effect and
gravitational forces. Experimental studies of the developed stand confirmed
that ultrasound promotes agglomeration and sedimentation of soot, reduces
the CO, content and increases the O, concentration in the exhaust gases.
The maximum cleaning efficiency is achieved with the simultaneous use of
all the ultrasonic emitters. The results of the work can be used in designing
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1 Introduction

The Diesel engine emissions contain a wide range of
harmful substances, including gaseous components and
solid particles [1]. One of the most significant factors
that affect the environmental safety of diesel engines is
the mass concentration of soot in the exhaust gases [2].
Soot that is formed as a result of incomplete combustion
of fuel, is a collection of carbon nanoparticles that can
penetrate deep into the human respiratory tract and
cause serious respiratory and cardiovascular diseases
[3]. In addition to the negative impact on health, the
soot emissions contribute to formation of smog and
increasing the greenhouse effect [4-5].

The soot content in the exhaust gases varies
depending on many factors: the engine operating mode,
the fuel quality, the fuel system health, and air-fuel
mixture characteristics [6-7]. At idle and under a high
load, the soot concentration increases significantly,
which leads to increasing the smoke index [8]. In
particular, lack of oxygen, a low cetane number of fuel

and incorrect operation of injectors contribute to the
formation of particles whose sizes range from several
nanometers to tens of micrometers.

Reducing the mass concentration of soot in the
exhaust gases of diesel engines is achieved through
various methods and technologies [9]. Among them,
there is optimization of fuel combustion, including the
use of fuel with a high cetane number, precise control
of fuel supply using Common Rail systems, improved
mixture formation with turbocharging and increased
injection pressure, as well as exhaust gas recirculation
(EGR) [10]. However, those technologies are sensitive to
the fuel quality and require complex maintenance and
precise calibration of systems.

Exhaust gas filtration is also carried out using
diesel particulate filters (DPF) and nitrogen oxide
filters (LNT) that effectively trap solid soot particles
[11]. However, these systems are expensive, they
require regular regeneration and are sensitive to fuel
contamination. Catalytic technologies, such as selective
catalytic reduction (SCR) systems with a urea solution
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and oxidation catalytic converters (DOC), reduce soot
emissions, as well [12]. However, they have a number
of disadvantages, such as a high cost, complexity of
operation and the need for regular regeneration. In
addition, filters are sensitive to the fuel quality, and
the accumulation of soot in their structure reduces the
engine efficiency [13]. In this regard, an urgent task
is to develop alternative methods of reducing the soot
concentration in exhaust gases.

Currently, studies are being conducted aimed at
cleaning vehicle exhaust gases with the use of ultrasonic
technologies. One such study is the work of scientists
from Karaganda Technical University, who proposed
using the ultrasonic coagulation method to reduce the
content of harmful components in exhaust gases directly
in the car mufflers [14-15].

Ultrasonic coagulation is based on the effect of
high-frequency sound waves on exhaust gas particles.
Under the effect of ultrasound, small particles begin to
vibrate, to collide and to stick together, forming larger
agglomerates [16]. Enlarged particles settle more easily
and are better captured, which helps to reduce the
content of solid pollutants in the exhaust [17-18].

Special experimental stands of horizontal ultrasonic
mufflers were developed for the research. Ultrasonic
equipment was installed on these stands, including a
generator and emitters-reflectors of ultrasonic waves
[19]. Experimental studies conducted on the stands made
it possible to study the process of particle coagulation
under the effect of ultrasound and to confirm the
effectiveness of the proposed method in cleaning exhaust
gases. To assess the effectiveness, changes in the oxygen
concentration, the gas composition and the smoke
level before and after the exposure to ultrasound were
analyzed [20].

Despite some positive results obtained, current
studies of ultrasonic coagulation for cleaning exhaust
gases do not allow solving design issues. In particular, it
is necessary to improve the design of the experimental
muffler stand to ensure uniform distribution of the
ultrasonic field and optimal placement of the emitters.
In this regard, the authors proposed the development of
a vertical ultrasonic muffler stand.

Unlike the previous horizontal designs [14-20], the
proposed vertical configuration provides gravitationally
assisted sedimentation, enabling multi-stage acoustic
exposure and improved uniformity of ultrasonic field
distribution.

The transition to a vertical design of the ultrasonic
muffler is caused by the desire to improve the efficiency
of settling the coagulated soot particles. In the vertical
configuration, soot particles combined under the effect
of ultrasound, settle down more easily under the force
of gravity, which contributes to their more efficient
collection at the bottom of the device. In addition, the
vertical arrangement allows for the mounting of several
ultrasonic emitters at different heights, providing step-
by-step processing of the exhaust gas. This is especially

important for removing fine particles that require longer
or multiple exposures for effective coagulation.

The hypothesis of this study is that the vertical
movement of the exhaust gas and the step-by-step
processing of the gas flow with ultrasound contribute
to increasing the efficiency of soot particle coagulation,
which will lead to their enlargement and subsequent
sedimentation. The optimal location and power of the
ultrasonic emitters also make it possible to achieve a
significant reduction in the mass concentration of soot
in the exhaust gases of diesel engines.

The goal of this study was the theoretical and
experimental confirmation of the proposed method
of ultrasonic cleaning, which allows for reducing
the content of harmful emissions in exhaust gases.
To achieve this goal, several problems were solved,
including the development of a mathematical model of
the soot particle motion in a vertical muffler, numerical
calculations of particle dynamics under the effect of
ultrasound, development of an experimental stand,
testing with various combinations of ultrasonic emitters,
and comparison of analytical modelling results to
experimental data.

The scientific novelty of the study represents the
fact that a model of soot particle coagulation in a
vertical ultrasonic muffler has been proposed and
substantiated for the first time. A differential equation
of particle motion has been developed that takes into
account the effects of gravity, hydrodynamic resistance,
ultrasonic wave pressure and the coagulation process.
Comprehensive studies have been conducted, including
both analytical modelling and experimental testing on
a specially designed stand. The results have shown that
ultrasound promotes agglomeration and sedimentation
of soot particles, reduces the CO, content and increases
the O, concentration in the exhaust gases. The maximum
effect is achieved with the simultaneous use of all the
emitters, which confirms the importance of selecting the
optimal location and power of ultrasonic action.

The practical significance of the study lies in the
fact that the developed method can be used in modern
diesel engine emission reduction systems, providing
an alternative to expensive and difficult to maintain
particulate filters. Ultrasonic cleaning of mufflers can
be used in transport and agricultural diesel engines,
reducing their environmental impact and increasing the
operating efficiency. The results and recommendations
obtained can be useful for further modernization of
exhaust gas cleaning systems and development of
innovative solutions in the field of transport ecology.

2 Materials and methods

Mathematical modelling of the complex process
of gas particle coagulation in a muffler under the
effect of ultrasound does not allow obtaining strictly
deterministic dependences that fully describe the

VOLUME 28

COMMUNICATIONS 1/2026



B20

KADYROV et al.

mechanism of soot particle deposition. This is caused by
a lot of factors that affect the process, including the gas
flow characteristics, acoustic parameters of ultrasonic
waves, particle interaction dynamics, and gas movement
conditions inside the muffler.

In this regard, the results of the mathematical
model study should be presented and supplemented by
experimental results. It is necessary to analytically and
then experimentally determine the nature of changing
the mass of the deposited soot particles, to establish
the coagulation coefficient K and the optimal operating
modes of the ultrasonic emitters.

A mathematical model is known that describes the
movement of a gas particle in an experimental stand of
a horizontal muffler:

m-a:FD+E—FG, (1)

where:
F, is the pressure force;
F_ is the ultrasonic pressure force;
F is the hydrodynamic resistance force.
The differential equation of motion of a gas particle
in a horizontal stand of an ultrasonic muffler is:

. 2. 2 p
EVTZdP_ﬂ.rz.p.A.C.
dx

-a)-cosa)-(t—%)—G-ﬂ-ﬂ-r-W.

m X =

(2)

However, this model cannot be used to describe the
mechanism of the soot particle motion, since it considers
only the horizontal movement of particles without
taking into account the gravitational effect, which leads
to insufficient accuracy in describing the coagulation
processes in a vertical stand. After all, in the vertical
direction, the particle is affected by the gravity force mg,
which must be included in the equation of motion, since
it has a significant effect on the dynamics of particle
sedimentation.

Based on the above, the following equation was
compiled to describe the motion of a soot particle in a
vertical type of experimental muffler:

m'a:En+Es_E’ex_m'g, (3)

where:
m is the mass of a soot particle, kg;
a is the acceleration that a body receives under the
action of a force, m/s?;
is the pressure force from the engine, N;
is the force of ultrasonic effect from emitters, N;
is the hydrodynamic resistance force (Stocks), N;
g is acceleration of gravity, m/s%
The pressure force from the engine is:
n-r’-d-P

Fn = 0 (4)

where:

F  is the pressure force from the engine, N;
d is the inlet pipe diameter, m;
D is the muffler diameter, m;
r  is the particle radius, m;
P is the muffler inlet pressure, Pa.
The ultrasound force is:
Fi(x) = A - sin(kx), (5)
where:

F _ is the ultrasound force, N;
A is the ultrasound amplitude, m;

k= 2 Aﬂ is the wave number.

If there are several emitters N and they are installed
at the distance d, then the resulting ultrasound power
has the following dependence:

Fs(x) = Z;’.\LIAZ--sin(k-(x—xz')‘i‘(/)z‘)y C)

where:

F _ is the ultrasound power, N;

x, is the location of the i-th emitter;
@: is the phase shift, m.

The resistance force is:
Be=—b-0,=—6-7T--r 0, (7
where:

F__ is the resistance force, N;

b s the resistance coefficient;
M is the viscosity, Pa-s;

U, is the particle velocity, m/s.

Changes in the engine crankshaft speed have a
proportional effect on the gas flow velocity ©,(n).
However, the medium resistance depends on the relative
velocity of the particle with respect to the gas flow, and
not on its absolute velocity. If the particle moves with
the gas, the relative velocity is zero and there is no
resistance. If the particle moves against the gas flow,
it experiences the greatest resistance. Therefore, the
equation determining the resistance force is as follows:

By =—=b-(0,—0,(n)), 8)

where:
F,f is the resistance force, N;
©,(n)is the gas flow velocity, m/s;
n  is the number of the engine revolutions, rpm;
k. is the coefficient of the gas velocity dependence on
the engine revolutions.
Based on Equation (3) and its components, a
differential equation was compiled that describes the
motion of a soot particle in a vertical muffler:

m-d*-x _ w-r*-d*-P N 4.
a D dt* T2 A C)
ssin(k(x —x:) + @) —b- (0, — () —m-g.
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When the process of coagulation between particles
is being taken into account, the mass of an individual
particle m is a function of time m(#), since when
interacting, the particles can combine, increasing their
size and mass. However, coagulation does not occur at
every collision of particles, since its probability depends
on a lot of factors, such as the particle velocity, the
particle size, the concentration in the gas flow, the
temperature of the medium and the intensity of the
ultrasonic equipment.

To take this phenomenon into account, the concept of
coagulation probability v was introduced. It determines
the probability with which the colliding particles will
actually combine. Consequently, changing the mass of
a particle over time is described by an equation of the
following type:

@—T:U-K-m, (10)
t

m(t):mo-ﬁ-v-K'/;mdt, (11)
2 2 g2 .

<mo+v-K/[;tncdt)‘é;f:ﬂ %zdctg P+

+200  Arsin(k(x — x0) + @) — (12)

b+ (0, —0(n)—m-g.

The resulting equation is a second-order differential
equation. The Runge-Kutta method was used to solve it,
which allows for transforming a second-order equation
into a system of first-order equations. This method has
higher accuracy compared to the Euler method, since
it uses intermediate calculations at each step to refine
the values. In addition, the Runge-Kutta method is
well suited for solving nonlinear equations containing
integral terms, variable mass, and nonlinear resistance
of the medium, which makes it an effective way to solve
the problem.

According to the Runge-Kutta method, variables
for performing the intermediate calculations were

introduced: x - the particle coordinate; ¥ = d_atc -
the particle velocity; m(t) = moy + Z)KL nedt
- the particle mass taking into account
coagulation.

Then, the system of the first-order equations was
compiled as:

dx
/3 Cf’g :d? P N
D*dt* T A
Cfi_? = ﬁ -sin(k(x — x:) + @;) — (13)
—b(0,— 0, (n))—m-g
%—T =v-K-n.

The mathematical model, describing the motion and
coagulation of soot particles in the vertical ultrasonic
muffler is based on a set of physical assumptions and
parameters supported by experimental measurements

and literature sources. The model assumes that
soot particles are spherical, which allows the use of
Stokes’ drag law, applicable to micron-sized particles
at Reynolds numbers Re < 1. The gas flow inside the
muffler is considered as steady and directed along its
axis, while the turbulent fluctuations and temperature
gradients are neglected due to their negligible influence
on particle dynamics compared to acoustic and
aerodynamic forces. Ultrasonic waves are assumed to
propagate predominantly in the axial direction, without
accounting for complex interference patterns, and the
acoustic force is modeled as a sinusoidal function of
the spatial coordinate, which is typical for standing or
quasi-standing waves in narrow cylindrical channels.
Coagulation is treated as a probabilistic process, and
therefore, a sticking probability v is introduced into the
governing equations, based on the exponential collision
model. The model parameters were also selected based
on experimental measurements and literature data:
the ultrasonic frequency of 40 kHz corresponds to the
operating range of the transducers used; the vibration
amplitude on the order of 10®° m was determined
using a laser vibrometer; the particle radius r = 10* m
represents agglomerated soot clusters of micron size; the
coagulation coefficient K = 10~ and sticking probability
v = 0.6321 correspond to typical values for micron-sized
particles in a low-velocity flow; the dependence of gas
velocity on engine speed is defined by the experimentally
determined coefficient 2 = 0.01; the drag coefficient
b = 6wur is calculated using the viscosity of hot
exhaust gas 1 = 1.7x107 Pa-s; the particle concentration
n, = 105 m™ reflects the typical range observed in
diesel exhaust; and the wave number k is calculated
from the wavelength of 0.017 m, corresponding to
a sound speed of approximately 425 m/s in heated
exhaust gas. The combination of these assumptions
and parameters ensures an accurate representation
of the key processes of particle coagulation and
sedimentation.

Then, the initial conditions and the basic data were
introduced. They are presented in Table 1.

Then, for each time step A, the intermediate
indicators of the coefficients &, &,, k., k for the coordinate,
velocity and mass of the particle are calculated
taking into account coagulation using the following
formulas:

Coefficient k,:
k)lc - h * Un,
ﬂVZdZP N .
1 Dde T 2 A
kY = h - 2| -sin(k(xen — i) + i) — | (14)

—b- (89— 0 (n)—m-g
Fl=h-v-K-n.
Coefficient k,:

v
ki=h- (o, + ),
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Table 1 Initial conditions and basic data

No. Initial conditions and basic data Indicators Units
1 Initial position x,=0 m
2 Initial velocity v,=0 m/s
3 Initial particle mass m,=1-10" kg
4 Integration step h =0.00001 S
5 Maximum simulation time: t . =0.00004 S
6 Manifold pressure parameters Pamp =500 Pa
7 Coagulation coefficient K =1-107 (for particle of the10*size)
8 Concentration of soot particles in gas n,=1-10°1/m? (for diesel exhaust from 10>-10° part/m?)
9 Coagulation probability v = 0.6321 (according to the exponential law 1-e*)
10 Amplitude of ultrasonic vibrations A=1-10° m
1 Wave number b= o 017 (wave length 0.017) m
12 Gas drag coefficient b=1-10°
13 Gas flow velocity coefficient k, =0.01
14 Soot particle radius r=1-10° m
15 Inlet pipe diameter d=0.04 m
16 Muffler diameter D =0.09 m
17 Gravity acceleration g=9.81 m/s?
W + 200 Ai-sin After calculating the coefficients, the coordinates,
bt velocity, and mass of the particle were determined,
s 1 <k<x” T xi) + (/’f> o taking into account coagulation using the following
k= kY kY " (15)  formulas:
mat G|~ (0, + 5 —0,(0)) - ulas:
_9‘<mﬂ+k§> Tor =0t ok + 20 K5+ 20 i+ k),
b=ho Kone Ouir = 00+ ¢ (RY+2- K0+ 2 k) + ), (18)
Coefficient k., 1
Moy = my + (kY + 2 kY + 2 R+ k).
x kY
ks =h- (U” T 2 > The coupled ODE system was solved for position,
r. + PN . sin velocity and mass growth due to coagulation in a
DZ dtz 1A vertical muffler using the classical 4th-order Runge-
) < k< X+ k; — xl) + qol) Kutta method with fixed step & (Table 1). At each step,
0 . . .. .
ks =h- — b , (16) engine pressure, acoustic radiation force, hydrodynamic
Myt 5| —b- <l9 + 22 ﬁr(n)> - drag and gravity are evaluated; the mass rate follows a
Y probabilistic coagulation term (Figure 1).
9 (m” + 7) The calculation results are presented in Table 2.
kS =h-v-K-n. According to the calculations, the particle mass
increases over time, which indicates a coagulation
Coefficient k,: process in which the particle absorbs the other particles
colliding with them in the gas flow. This leads to a
ki=h-(v.+ kY, gradual increase of its size and mass, which in turn
+ Y < sin affects its dynamics. As the mass increases, the particle
Dzd'fd 14 begins to settle faster, since the gravitational forces
( k( X K — x1> + @ ) acting on it become more significant, and the resistance
Rl =h- m bt , (17)  of the environment does not compensate for the increase
! l—b- (1?" + 2 — 0, (n)) in mass. This leads to accelerated sedimentation, which
m is confirmed by decreasing the x coordinate indicating
9 <m” T 2 ) downward movement. At the same time, the particle
ki =h-v-K-n. velocity rapidly increases, which indicates intense
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downward acceleration. Such a rapid increase in velocity = mass and therefore, settle faster under the action of

is caused not only by gravitational attraction, but by external forces.

changing the mass, as well, since the larger particles The obtained analytical dependences require
experience less aerodynamic resistance relative to their  confirmation by experimental studies. In this regard,

[Start]

1

[Set input data]

(XO, Vo, Mo, h, tmax, g, Pamp, k, v, A, kwave, &a a, d’ D, T, .. )

1

[Initialization]

t=10; X = Xo; V= Vo; m = mo

l

[Whlle t< tmax]
!

[Calculate acting forces and parameters]
Engine pressure force F_P(x, t)

Ultrasonic radiation force Fus(X, t; A, Kwave, N, i)
Hydrodynamic drag force F_D(v, u_g(n))
Gravitational force F_G(m, g)

Gas flow velocity u_g = a-n (depends on engine speed)

[Form the system of differential equations]
dx/dt=v
dv/dt = (Fp + Fus - Fp - Fg)/m
dm/dt =K-v-f(c, v, 1, ...) (coagulation term)
1
[Runge-Kutta 4th order integration step]
Compute ki, ko, ks, ka for x, v, and m
Update variables:
x =X + (kix + 2kex + 2ksx + kax)/6
v=v+ (kiv + 2kov + 2ksv + kav)/6
m =m + (kim + 2kom + 2ksm + kam)/6

l

[Increase time] t=t+h

!

[Store results (x, v, m, forces, etc.)]

!

[Post-processing]

(Generate graphs x(t), v(t), m(t); compare with experiment; compute efficiency)

1
[End]

Figure 1 Flowchart of the modelling algorithm using the 4th-order Runge-Kutta method for particle motion and

coagulation in the vertical ultrasonic muffler

Table 2 The calculation results

Time (s) Coordinate x (m) Velocity v (m/s) Mass m (kg)
0 0 0 0
0.00001 -0.000002 -0.608884 0.000064
0.00002 -0.000016 -2.435372 0.0001270
0.00003 -0.000055 -5.479444 0.000191
0.00004 -0.000130 -9.741067 0.000254
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Figure 2 Experimental stand of the ultrasonic
muffler of a Diesel engine

a vertical ultrasonic muffler stand was developed

(Figure 2).

The experimental technique consisted of determining
the parameters of carbon dioxide, oxygen and the mass of
settled soot before and after the exposure to ultrasound
depending on changing the combination of ultrasonic
emitters, and taking into account the change in the
number of revolutions of the engine crankshaft. The
experiments were carried out in two stages: Stage 1 -
before the gas exposure to ultrasound, Stage 2 - after
the gas exposure to ultrasound. The gas was exposed to
ultrasound by installing ultrasonic emitters in the muffler
housing and with their random connection in various
combinations. The frequency and power of the ultrasonic
emitters were fixed at the frequency of 25 kHz and the
total power of 100 W. The experiments were carried out on
an MTZ-80 tractor, the fuel grade was diesel.

The procedure for the conducting experimental
studies was as follows:

* experiments to obtain parameters of carbon dioxide,
oxygen and the mass of settled soot were carried
out without turning on and with turning on the
ultrasonic equipment for 5 minutes each;

e the lower part of the device was lined in a semicircle
with five numbered sheets of paper measuring
10x10 cm, with the total length of 50 cm, the mass
of which was determined before the testing, using
high-precision jewelry scales “MH-500” (Figure 3);

|

Figure 3 The process of preparing
and weighing paper sheets

e experimental studies were carried out with the
engine crankshaft speeds of 1000, 1500, 2000 rpm;

* the exhaust gas was fed into the test stand body
through the inlet pipe under pressure depending on
the engine speed. In the muffler, with the ultrasonic
equipment turned on, the exhaust gas was exposed
to ultrasonic waves in the longitudinal direction. In
the sections, ultrasonic intensification of coagulation
processes and purification of exhaust gases occurred
due to sedimentation of coarse particles of exhaust
gas at the soot collection point. Purified exhaust gas
was discharged through the outlet pipe;

e after each test, numbered paper with settled soot
particles was carefully removed and weighed again.
The mass of settled soot particles was determined
by the difference in mass readings before and after
the test.

Then, the process of comparing and processing the
obtained results without ultrasound and under the
influence of ultrasound took place.

3 Results

The results of experimental studies for obtaining
indicators of carbon dioxide (CO,) and oxygen (O,) are
presented in Table 3, where u/e stands for the ultrasonic
emitter.

Table 3 Results of experimental studies for obtaining indicators of carbon dioxide and oxygen

Indicators without withuel with u/e with with w/e withu/e with w/e with u/e all u/e
uw/e 3 u/e 6 1-3 1-6 3-6 1-3-6
1000 rpm
€O, % 1.98 1.94 1.84 1.82 1.8 1.77 1.79 1.8 1.73
0, % 17.9 17.98 17.14 18.19 18.22 18.29 18.33 18.26 18.23
1500 rpm
CO, % 2.22 2.18 2.06 2.03 2 1.98 1.96 2.01 19
0, % 17.92 17.96 18.2 18.3 18.31 18.32 18.4 18.38 18.48
2000 rpm
€O, % 2.36 2.3 2.2 2.18 2.15 2.12 2.1 2.14 2.5
0, % 17.95 17.98 184 18.45 18.46 18.48 18.46 18.349 18.53

Note: u/e - ultrasonic emitter
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Figure 4 Changing of the carbon dioxide levels depending on the combination of emitters
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Figure 5 Changing of the oxygen levels depending on the combination of emitters

The measurement uncertainty of the gas analyzer
was £ 0.02 % for CO, and O,. Based on the obtained
results of experimental studies, graphs were drawn of
changes in carbon dioxide and oxygen depending on
the inclusion and combination of ultrasonic emitters at
engine crankshaft speeds of 1000, 1500 and 2000 rpm
(Figures 4 and 5).

The observed increase in O, concentration indicates
more complete oxidation of carbon monoxide and
unburned hydrocarbons. Ultrasonic waves intensify
gas mixing and promote secondary oxidation reactions
due to the formation of localized high-temperature
microzones in the acoustic field.

The results of experimental studies have shown that
the use of ultrasonic emitters has a significant effect on
the composition of exhaust gases. The graph of changes
in CO concentration shows a tendency for the level of

carbon dioxide to decrease at each value of the engine
speed when using different combinations of emitters.
Without ultrasonic exposure, the concentration of CO,
has maximum values, which indicates insufficient
intensity of oxidation processes occurring in the
exhaust gases. When the individual emitters and their
combinations are turned on, such as emitters 1-6 and
1-3-6, the concentration of CO, begins decreasing but the
maximum effect is achieved only when using all emitters
simultaneously, which confirms the intensification of
oxidation processes due to complex ultrasonic exposure.

A similar tendency is observed in the graph of
changes in O, concentration, where the maximum
oxygen content is recorded when using all emitters.
Without ultrasonic exposure, the oxygen level remains
lower than with its effect, which indicates a less intense
chemical reaction in the gas environment. When the
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Table 4 The settled soot mass

Rpm without with with with withu/e with withu/e with all
u/e u/e u/e u/e 1-3 u/e 3-6 u/e u/e
1 3 6 16 1-3-6
1000 0.64 0.642 0.645 0.65 0.66 0.662 0.667 0.67 0.68
1500 0.66 0.661 0.663 0.665 0.672 0.675 0.68 0.69 0.71
2000 0.69 0.7 0.672 0.675 0.7 0.713 0.72 0.73 0.75
N, (W) 0 100 100 100 200 200 200 300 600
L, (m) 0.27 0.61 112 0.34 0.85 0.51 0.95 1.12
Note: N - Power of the ultrasonic emitter, W,
L - distance from the muffler inlet to the ultrasonic emitter affected by the signal, m.
Settled soot mass with red point error indicators (+0.001 g)
=9 1000 rpm  ®w 1500 rpm @@ 2000 rpm
0.7
@ 0.6
2 0.5
g
s 04
a
E 03
2 43
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0.0
*5 2L — o o o O ] \KIJ (]
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Figure 6 Change in the mass of settled soot depending on the combination
of ultrasonic emitters (at 1000, 1500, and 2000 rpm)

individual emitters are switched on, the changes are
local in nature, but when several emitters are used
simultaneously, the O, level increases steadily, which
confirms the improvement of the oxidation processes of
pollutants.

Thus, the conducted studies confirm that ultrasonic
cleaning of exhaust gases has a positive effect on their
composition. The use of individual emitters also helps to
improve the characteristics of the gas environment, but
the greatest effect is achieved with the complex inclusion
of all the emitters. This confirms the feasibility of
using ultrasonic technology in the processes of cleaning
exhaust gases, ensuring a decrease in emissions of
harmful substances and an increase in the efficiency of
their oxidation.

The results of experimental studies of obtaining the
mass of settled soot are presented in Table 4.

The weighing error of soot mass determination
was * 0.001 g. Based on the obtained results of the
experimental studies, a graph was drawn of the change
in the mass of settled soot, depending on the combination
of emitters at engine crankshaft speeds of 1000, 1500
and 2000 rpm (Figure 6).

With increasing the engine crankshaft speed from
1000 to 2000 rpm, a general increase in the mass of
deposited soot is observed in all the operating modes,
which is associated with increasing the volume of exhaust
gases passing through the muffler. Turning on the
ultrasonic emitters leads to a significant increase in the
deposited soot compared to the operating mode without
the ultrasonic action, confirming the effectiveness
of ultrasonic waves in the gas cleaning process. As
the number of active emitters increases, the cleaning
efficiency increases, which is especially noticeable
when using two or three emitters simultaneously,
and the maximum increase in the amount of soot is
achieved when all the ultrasonic emitters are turned
on simultaneously. The difference in the efficiency of
various emitter combinations becomes more pronounced
with an increase in the number of revolutions, which
confirms the intensification of coagulation processes and
the effectiveness of ultrasonic action with a more intense
gas flow.

To quantify the efficiency of ultrasonic cleaning, the
relative improvement of the exhaust parameters was
calculated using the following expressions:
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Table 5 Relative improvement of exhaust gas parameters (%)

Engine speed, rpm ACO,, % AO,, % Am, %
1000 -12.6 +1.8 +6.3
1500 -14.4 +3.1 +7.6
2000 -13.1 +3.2 +8.7

ACO, = (CO,, - CO,)/CO,, x 100 %,
AO, = (0, - 0,)/0,; x 100 %,
Am = (m, — m )/m; x 100 %,

(19)

where: the subscript “0” refers to the value before the
ultrasound exposure, and “1” - after exposure. The
calculation results are presented in Table 5.

Calculations are based on the averaged data from
Tables 3 and 4. A negative sign for ACO indicates a
decrease in concentration, while a positive sign denotes
an increase in the parameter.

Thus, the results of analytical modelling and
experimental data turned out to be mutually consistent,
which confirms the efficiency of the proposed method
of cleaning the exhaust gases. Both approaches show
that wultrasonic treatment promotes coagulation
and accelerated sedimentation of soot particles,
reducing their content in the gas environment. The
analytical model predicted increasing the mass of
particles due to their enlargement and subsequent
accelerated sedimentation under the effect of gravity
and ultrasound, and the experiments confirmed these
conclusions by increasing the mass of settled soot when
the ultrasonic emitters were turned on. The comparison
between the analytical modelling and experimental
data shows a high degree of agreement, with the
correlation coefficient R*> = 0.91. This confirms the
adequacy of the developed mathematical model for
predicting soot particle coagulation and sedimentation
processes.

4 Conclusion

Inthis research was examined the possibility of using
the ultrasound to clean diesel engine exhaust gases. The
studies have shown that the efficiency of ultrasonic
cleaning of exhaust gases is confirmed both theoretically
and experimentally, since ultrasound promotes
agglomeration of soot particles and their sedimentation,
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Resume

The research is aimed at solving the problem of traffic congestion during
the underground repair work in cities. The goal is to develop and analyze a
modular mobile overpass that ensures continuous traffic without bypassing
repair areas. The stress-strain state of the spatial steel frame of the
orthogonal overpass module was studied using analytical methods of
structural mechanics - the displacement method and the force method.
Critical forces are determined, relationships between bending moments and
stiffness of elements are revealed, optimal parameters ensuring strength
and stability of structure are determined. The results confirm the feasibility
of the mobile overpass as an effective engineering solution to reduce the
transport delays and environmental load, forming the basis for the design of
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1 Introduction

The constantly growing traffic on urban roads leads
to the formation of traffic jams and congestions on roads
for various reasons: in the case of car accidents, rush
hours, holding any city events - sports, holidays, etc.
[1-3].

One of these reasons is the repair of utility
networks (heating, water supply, etc.) located under the
carriageways of urban roads. This is especially true for
the cities of Kazakhstan and the CIS (Commonwealth
of Independent States) countries. During the repair
of urban utilities, vehicles are forced to go around the
repair trenches, along other streets that creates traffic
jams and worsens the transport picture of the city
(Figure 1). The accumulation of vehicles in traffic jams
is especially harmful to the ecology of cities, due to the
simultaneous constant emission of pollutants into the
atmosphere from exhaust gases. In addition, traffic
jams cause social and economic damage to residents and
enterprises of the city [4-5].

There are many different ways to eliminate the
traffic jams and improve the ecology of the city by
reducing the emission of harmful substances from

exhaust gases [6-8]. One of the possible ideas, that is
the use of temporary mobile overpasses, was proposed
by authors for the first time [9-11].

The modular overpass is a collapsible temporary
bridge structure, which consists of separate parts
(modules). This structure is equipped with its own
chassis for transportation, as well as special mechanisms
for controlling the movement and assembly before
operation (Figure 2).

The modular overpass is designed to drive vehicles
along it during the repair of underground utilities.
Before the start of a repair, the overpass is transported
to the place of its operation, then installed above the
trench in a perpendicular direction, which allows the
transport to cross the trenches along the overpass
directly (Figure 2). This eliminates the need to bypass
the repair areas and the formation of traffic jams
and congestion. After the repair of utility networks is
completed, the overpass gets on its wheels and is taken
to its place of storage. Transportation can be carried out
using the usual tractors.

The idea of using the overpass is to eliminate traffic
jams, improve the ecological state of cities by developing
and researching the design of a modular overpass. The

© 2026 THE AUTHORS
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Figure 2 Municipal modular mobile overpass: a) transport position with folded modules;
b) operational position over a trench

term ‘overpass’ includes equivalent definitions, such as:
modular overpass, mobile overpass, communal overpass.
The proposed overpass has no analogues in the world as
a new type of transport equipment.

As the world survey showed, such structures are
practically absent in urban transport construction.
Similar designs are found in the engineering forces:
tank bridge layers, tracked cross-over trawls, the Bailey
bridges, etc. [12]. In addition to specialized military
equipment, there is an extensive direction for the
construction of temporary bridges, which are stationary
collapsible structures, with limited possibility of
their transportation: a temporary scissor-type bridge
(Japan) [13]; ASTRA temporary bridge for road repair
(Switzerland) [14]; deployable arch bridge launched from
a vehicle for rescue or military operations (USA) [15].

The founder of the scientific school for the
development of mobile overpasses is prof. A. S. Kadyrov
and his Ph.D. students: K. G. Balabekova and A. A.
Ganyukov.

A. S. Kadyrov and K. G. Balabekova developed
a mobile road overpass designed to eliminate the
traffic jams in urban conditions at intersections. The
disadvantage of this overpass is the impossibility of its
use over repair trenches of utility networks [16-17].

One of the analogues of the proposed overpass is a
single-span mobile overpass used in the repair of utility
networks, developed and studied in the work by Kadyrov

and Ganyukov [18-20]. The disadvantage of such an
overpass is the limited width of the repaired trenches
up to 6 m, due to the lack of additional modules in the
structure. This developed modular overpass eliminates
this drawback and can overcome trenches of a width of
more than 8 m.

The high costs of tank bridge layers and other
similar military equipment, as well as temporary
stationary bridges, makes it impossible to use them
in urban conditions. For these purposes, a modular
mobile overpass is proposed that eliminates the above
disadvantages.

However, at the moment, researches have not
been fully carried out to develop and calculate the
structures of the modular overpass, as well as methods
for its installation, transportation and operation. In
this regard, conducting research on the calculation and
design of overpass structures is an actual task.

The proposed solution is a new direction in
engineering practice and ensures the elimination of
traffic jams in urban conditions during the underground
repair of utility networks without the need to block the
traffic and bypass the repaired sections.

The overpass on a rigid coupling with a towing
tractor is delivered to the place of its operation in the
transport position (transport mode) (Figure 2a, Figure
3). After the delivery, it is transferred to the operational
position (bridge mode), above the repair trench by
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Figure 3 General view of the modular overpass in the transport position: 1 - front swivel axle; 2 - middle and rear
axles; 3 - device for turning wheels; 4 - wheels with low pressure tires; 5 - steering gear; 6 - inclined module with
running gear (steel truss); 7 - upper transport locks; 8 - lower transport locks; 9 - towing device; 10 - lower truss chord;
11- metal corrugated flooring; 12 - transportation rack; 13 - an upper portion of an orthogonal II-shaped module; 14 -
lower portion of an orthogonal I1-shaped module; 15 - angular node joint of elements 6 and 13; 16 - intermediate node
Joint of elements 6 and 13; 17 - transverse beams of chassis frame; 18 - push-pull rods providing rigidity;

19 - longitudinal beams of chassis frame

specially developed installation methods (Figure 2b,
Figure 4) [21]. Thus, the essence of the proposed design
is that it is simultaneously a vehicle and a bridge
(overpass), which is a new type of transport equipment
- a mobile overpass.

The overpass is assembled from unified demountable
modules of two types: one orthogonal module (Figure 3,
positions 13 and 14; Figure 4, positions 1 and 2) and
two inclined modules (Figure 3, position 6; Figure 4,
position 3).

The orthogonal module is a spatial steel II-shaped
frame, the base of which is attached to the bottom of
the repair trench in special ways (Figure 4, positions 9
and 10). The upper part of the frame is a roadway above
the repair trench in the form of an orthotropic slab with
stiffeners reinforcing the ribs (Figure 4, positions 4, 7
and 8).

The inclined module (left and right) is a paired
steel trusses carrying the roadway, also in the form
of an orthotropic slab, and providing entry and exit
of vehicles to the roadway of the orthogonal module
(Figure 3, position 6; Figure 4 positions 3 and 5). The
inclined modules are equipped with undercarriage axles
with special mechanisms for raising the wheels and

steering (Figure 3, positions 1-5 and 17-20) necessary
for transporting the overpass to the place of operation.

The cantilever part of the trusses of the inclined
module is founded on reinforced concrete ramps, which
ensure the entry of vehicles to the inclined module
(Figure 4, position 6) and are made of special concrete
that can withstand dynamic loads [22-23]. The hinged
part of the trusses is founded on the supporting frame of
the orthogonal module using rigid docking units (Figure
4, position 12).

The overall dimensions of the “single-band modules”
are as follows: the length of the orthogonal module - 8
m; width - 3.5 m; height (including installation on the
trench bottom) - 4.7 m. Inclined module length - 4 m,;
width - 3.5 m; high height - 0.85 m; lower height - 0.17 m.

After the operation of the overpass is completed,
it is dismantled by separate modules and towed to
the storage site. For this, the inclined modules are
disconnected from the orthogonal one and transferred
to the transport position by turning the wheels of the
chassis (Figure 4, positions 3 and 4).

The space frame of the orthogonal module is
dismantled to the upper space part (Figure 4, position
4; Figure 3, position 13), then the lower racks of the
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Figure 4 General view of the modular overpass in operational position: 1 - longitudinal beams of orthogonal module;
2 - vertical racks of the orthogonal module; 3 - inclined modules with a chassis; 4, 5 - metal flooring of orthogonal and
inclined modules; 6 - entrance ramps; 7 - transverse bearing beams of the deck; 8 - longitudinal deck beams; 9 - supports
of the lower part of the orthogonal module; 10 - support metal mount for racks; 11 - node joint of elements 1 and 2;
12 - node joint of elements 1 and 3; 13 - structures of temporary installation reinforcement of elements; 14 - wheels of
undercarriage in turned state

frame are removed (Figure 4, position 2), disconnecting
from the support mounts (Figure 4, position 10). Then
the inclined modules are connected with transport locks
(Figure 3, positions 7, 8). Further, the upper part of the
orthogonal module (Figure 3, position 13) is mounted
on the resulting structure from above and fixed using
a transport rack (Figure 3, position 12) and a junction
joint (Figure 3, position 15). The lower frame posts (4
pes.) are fixed on the top of the frame (Figure 3, position
14). Entrance ramps, fencing and other additional
equipment can also be transported on top of the frame
of the orthogonal module [21].

It should be noted that to ensure the safety of
transportation, the overpass, being transport equipment,
must be equipped with additional equipment: front
and rear headlights, side running lights around the
perimeter, turn signals, brake lights, flashing yellow
beacons and a wheel brake system controlled by the
driver of the tractor.

2 Materials and methods

The main bearing structures of the overpass are: a
spatial IT-shaped frame of an orthogonal module with
a roadway slab, reinforced with stiffeners, as well as
inclined modules consisting of paired trusses connected

by longitudinal and transverse beams (Figure 4). The

carriageway of the orthogonal and inclined modules are

covered with a corrugated metal flooring, 20mm thick.

In the proposed article, to analyze the stress-
strain state of the supporting metal structures of the
overpass in terms of strength, stability and rigidity, the
calculation of the spatial frame of the orthogonal module
is performed (Figure 4, positions 1 and 2).

The purpose of the study was to develop the design
and strength calculation of the orthogonal module of the
mobile overpass, which is a spatial frame carrying the
carriageway of the overpass.

To achieve this goal, it is necessary to complete the
following tasks:

* to perform the study of operation and strength
calculation of the longitudinal and transverse frame
orthogonally to the overpass module, taking into
account the dynamics of mobile vehicles;

* to select cross-sections of structural elements of
longitudinal and transverse frame of orthogonal
overpass module based on strength and stability
conditions;

* to assess and calculate the rigidity of the spatial
frame of the orthogonal overpass module in
accordance with regulatory documents.

The scientific novelty of this research lies in the
development, theoretical justification and study of a
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Figure 5 Calculation scheme of the longitudinal frame by the displacement method with dangerous loading:
a) Variant 1: load on inclined module; b) Vvariant 2: load on orthogonal module

new type of transport equipment - a modular mobile

overpass, which is a combined structure of a bridge

structure and a vehicle with its own undercarriage and
issues in the following:

e for the first time, as a result of the development and
study of a mathematical model, the dependencies
for calculating a new type of transport equipment - a
mobile overpass were obtained;

¢ the dependences linking the strength and deformed
state of the spatial frame of the orthogonal overpass
module from the loads of a mobile vehicle in a static
position, taking into account the dynamic coefficient
have been established;

e the dependence of bending moment at critical
points of the structure of the spatial frame of the
orthogonal module on the ratio of bending rigidity
of the crossbar and the racks is obtained;

* a methodology for calculating the elements of a
modular overpass has been developed, taking into
account the complex impact of mobile loads, dynamic
factors, strength and stability characteristics,
which ensures increased accuracy of calculation
and reliability of the structure in operating
conditions;

* the design was optimized according to the criteria of
strength, stiffness and metal intensity, which made
it possible to determine the rational parameters
of the spatial frame of the orthogonal module and
thereby increase the economic efficiency of the
designed structure.

In the methodological approach of the study, novelty
manifests itself in the use of a combination of precise
analytical displacement and force methods to calculate
the spatial frame as flat structures (longitudinal 8 m
and transverse 3.5 m) with the correction factors for
the spatial work of the elements, taking into account
the dynamics of moving loads according to Eurocodes in
two critical cases (on inclined and orthogonal modules),
parametric stiffness ratio analysis, and stiffness check,

enabling design optimization without complex numerical
modeling.

The practical significance of the research is
determined by the development of a methodology for
calculating the structural elements of the overpass
based on the results obtained.

With a sufficient degree of accuracy, the spatial
frame of the orthogonal module (Figure 4, positions 1,
2) can be calculated as flat structures: a longitudinal
frame with a span (longitudinal crossbar) of 8m and
a transverse frame with a span (transverse crossbar)
of 3.5m. The longitudinal crossbar of the frame covers
the length of the trench; the transverse crossbar is the
width of the carriageway of the overpass. In this case,
the correction factors are introduced to take into account
the spatial work of individual elements of the frame
structures [24].

To calculate the framework frame of the orthogonal
module, the exact analytical method of displacement
and the method of forces are adopted [25-26]. Based on
the displacement method, the strength calculation of the
longitudinal frame, with a span of 8 m and a height of
3.85 m, was considered (Figure 4, positions 1 and 2). The
calculation scheme is presented in Figure 5.

Taking into account the fact that the load on the
overpass is mobile (from the movement of vehicles), two
variants for the most dangerous loading of the calculated
frame were considered: variant 1 - the carriageway is
located only on the inclined module (Figure 4, position
3, Figure 5a); variant 2 - only on the orthogonal module
(Figure 4, position 1, Figure 5b).

The load on 1 m? of the overpass carriageway,
taking into account overloads and the dynamic
effect of mobile vehicles, is accepted as
g =23000kg - m ?=30kN+-m~ %, according to
Eurocodes [27-28]. This can provide safe movement,
both for light vehicles and lightly loaded vehicles up to
3.5 tons. Then, the linear load on the upper crossbar
of the frame would be ¢ = g+ 1.7585250 kg * m ? or
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g =525kN - m~? (Figure 5a, 5b). In Figure 5, and
at points B and C (points of attachment of the inclined
module), the reactions from the inclined module Hy, R,
H,, R, are applied, which arise from 1 loading variant.
Next are defined the geometric and stiffness
relationships of the frames. Indices “1” - indicate
vertical racks, indices “2” and “3” - crossbars of
longitudinal and transverse frame 3.5 m (Figure 5).
The following is obtained: o1 =164 = H = 3.85m;
3.85 = 0.9091. Stiffness ratio of racks and crossbars:
g1 = EJi = 16.35 - 10°N - m* g» = EL/E) = 2.0;
g3 = 1.5. Linear stiffness i/ = EJi/H = 0.2597EJ;
iz = il gz/O{g = 025E]1, io = il = 02597E]1, iz = 09710
Taking into account the conditions for coupling the
frame rods of the orthogonal module, the number of

the main unknowns will be equal to two: the angles of
rotation of the upper nodes of the frame B and D - z, and
2,. The canonical equations of the displacement method
in this case are [25-26]:

R'Z+Rkp:0, (1)

where, R = {r;},(i = 1,2;j = 1,2) - matrix of unit
coefficients (N-m) obtained based on diagrams of
unit moments M:(k = 1,2) arising from angular
displacements z, and z, (Figure 6); Ri, {7, 7} - vector
of load coefficients (N-m), which are calculated from the
load diagrams of moments in accordance with loading
variants shown in Figure 5 (Figure 7); z{z1,z:} -
unknown vector of angular displacements of the frame
in nodes B and D (Figure 5a).
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Figure 11 Diagram of longitudinal forces N

After finding R, and R, the system of linear
equations in Equation (1) is solved, and 2, and z, are
determined. Further, the diagram of moments from each
loading variant is found by the equation [25-26]:

M = Miz + Mbz, + M, 2)

where z, z, are the main unknowns of displacement
method found from Equation (1); / - index of frame
loading variant (I = 1,2). Diagrams of these moments are
given in Figure 8.

The total calculating diagram of moments from both
loading variants of the frame specified in Figure 5 is
found by addition (Figure 9) [25-26]:

M=DM"+DM*. 3)

3 Results and discussion

The total calculating diagram of moments M from
the two loading variants, according to Equation (3),
is given in Figure 9. Figure 10 shows the diagram of
transverse forces @ (Figure 10), obtained based on the
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©
He=184,81kN E @[kN]
g
(AH 3037 ®

Figure 10 Diagram of shear forces @
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Figure 12 Calculation cross-sections and nodes

diagram M. Based on the diagram of shear forces @, the
diagram of longitudinal forces NV, presented in Figure 11,
was obtained.

Based on the values of calculating diagrams M* and
M2, shown in Figure 8, a table of unfavorable loads was
compiled for the frame of the orthogonal module, from
the load of mobile vehicles moving along the carriageway
of the overpass (Table 1). Figure 12 shows the positions
of the calculating sections when calculating the stability
of the frame pillars.

Table 1 contains data on six calculating points
(A, C, B, T, D, K) for the two loading variants of the
longitudinal frame of the orthogonal module, as well
as total and extreme values of forces (Figures 9, 10
and 11). The critical points of the structure are points
B, T and A. At point B, the greatest negative bending
moment (-232.42 kNm) and high shear forces (-215.15
and + 214.60 kN) are observed, which makes this point
the most loaded. This node requires reinforcement
and additional investigation to prevent the shear and
additional deformations. At point T, the maximum
positive moment (+231.41 kNm) indicates significant
stretching of the lower fibers, which requires testing for
material strength in this zone. At point A, the maximum
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Table 1 Calculation forces in orthogonal module frame cross-sections

Values of bending moments M* Summary Calculation moments Values of shear and
Calculation and M? (kNm) moments (kNm) longitudinal forces
points (kNm) (kN)
Load variant 1  Load variant 2 M + M? M M. Q N
A -52.8 +94.30 +41.5 +41.5 -52.8 -30.37 -361.67
-30.37 -361.67
C +76.26 -126.14 -49.88 +76.26 -49.54
-215.15 -284.80
-215.15 -284.80
B -43.82 -188.60 -232.42 -43.82 -232.42
+214.60 -30.34
T -28.28 +231.41 +203.19 +231.41 +203.19 +7.10 -30.34
-203.40 -30.34
D +12.72 -188.53 -175.81 +12.72 -175.87
+75.13 -203.40
K -6.36 +94.30 +87.94 +94.30 -6.36 +75.13 -203.40
IN..45 (Elements 2
IN..50(Elements 1) ( )
———___INo.30 (Elements 3)
........... S/
INo.50| y
H=3.85m

Figure 13 Obtained set of cross-sections of frame spatial elements of orthogonal module:
Elements 1 (vertical racks of the orthogonal module) - I-beam No. 50; Elements 2 (longitudinal beams (girders)
8m long) - I-beam No. 45; Elements 3 (crossbars (girders) with a length of 3.5m) - I-beam No. 30

compressive force (-361.67 kN) indicates a high axial
load, which is important for assessing the stability of
the vertical racks of the structure. Similar calculations
were made for the transverse frame 3.5 m wide (Figure
13, elements 1 and 3).

Based on the results of the study of the strength
state of the longitudinal and transverse frames of
the frame, based on the strength and stability of its
elements (crossbars and racks), their cross sections were
selected as for structures operating under conditions
of complex resistance (tension-compression, bending,
torsion), taking into account the dynamic effect of mobile
vehicles. Vertical racks and crossbars of longitudinal
and transverse frames were taken in the form of a rolled
I-beam.

The equation of strength condition at eccentric
compression-tension reads, [24-26]:

Oadm * Y
<
K:

N XeXf | VeYr
[o:i7<1+ kl.z + 2

v lx

)

where Oum = 284 MPa - allowable stress for steel
grade S355JR, according to the European standard EN
10025-2 [27-28]; (%, V%) - coordinates of the design point
of the cross section; i%i% - squares of the main radii of
inertia of the section relative to the corresponding axes;
A - cross-sectional area; (xy,yr) - coordinates of the
point of application of axial longitudinal force N; (y = 0.9)
- accounting coefficient of spatial work of the structure.
The dynamic effect of the movement of the rolling
stock along the carriageway of the bridge crossing is
taken into account by introducing an empirical dynamic
coefficient K; = 1.3. The dynamic coefficient takes into
account additional loads from vibrations and shocks

4)
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Table 2 Moments in dangerous node B of the frame depending on parameter “n”

Coefficient values

Force values

Forces in the main system

Values of

parameter (kN) (kNm)
“a» a, a, a,, b, b, X, X, Mi-Xi Mo Xo M,, M,
0.5 497 0485 497 -184.6 280 43.05 -49.93 41.76 -24.84 -184.6 -167.68
1.0 594 097 594 -184.6 280 39.83 -53.64 71.28 -53.37 -184.6 -160.69
15 691 1455 691  -184.6 280 27.78 -48.25 80.84 -72.07 -184.6 -175.83
2.0 7.88 194 788  -184.6 280 34.25 -43.97 132.89 -85.30 -184.6 -137.01

when moving vehicles along the overpass, increasing
the calculated static loads by 30% to ensure the safety
of the structure.

The central compression stability is given by the
equation [24, 26]:

where ¢ - coefficient of reduction of the main allowable
stress.

For elements of the structure working for bending,
the required bending strength moment W of the cross
section is determined by the equation [24, 26]:

=5 K, (6)

where M - maximum bending moment on the structure
element.

According to the results of calculations according
to Equations (4)-(6) based on Table 1 (for longitudinal
and transverse frames), the cross sections of the spatial
frame of the orthogonal module are taken according to
the range. The selected set of cross sections is shown in
Figure 13.

The analysis of the obtained solutions (Table 1)
showed that during the operation of the overpass in the
operational position (transport movement), the crossbar
of the longitudinal frame of the orthogonal module
(Element 2, Figure 13) experiences the greatest static
and dynamic loads. This results in the highest loads
and hazardous cross sections at the corner joints of
the vertical posts (Figure 13, element 1) and the girder
(Figure 13, element 2) (Figures 9, 10 and 11, nodes B, T
and A).

In this regard, a study was conducted of the effect
of stiffness characteristics on the selection of the cross
section of the crossbar (Figure 13, Element 2) of the
longitudinal frame orthogonally to the module, taking
into account the forces in the dangerous unit B, in
which the greatest forces occur (Figures 9 and 10). For
these purposes, the force method was used, which is an
analogue of the displacement method and has a similar
canonical equations in Equation (1), in which unit nodal
displacements are replaced by the corresponding unit
nodal forces X, and X, [24-26].

Then, the following value of linear stiffnesses are
taken: vertical elements of the longitudinal frame (rack)

(Figures 5 and 13, element 1) i, = i, = 1; horizontal frame
elements (girders) (Figures 5 and 13, element 2) i, = 0.5;
1.0; 1.5; 2.0. Denote the ratio of linear stiffnesses of the
longitudinal frame struts by n =i,/i, (Figure 5).

Then, the coefficients of the canonical equations
in Equation (1) R = {»;} and the vector of load
coefficients Ruy{rpmp}(i = 1,2;7=1,2;k = 1,2) in
the general form, will take the following form:

4ig+1.94 - n-ip = (4 +1.94 - n) - iy
A — e — 7 — 0.97 - n - io;dzz — T — (4 + 194%)10,
by = —184.62 = Rip;by = Rep = 280.00. (7)

an = ra —

Solving, in general, the system in Equation (1)
taking into account the expressions in Equation (7), one
obtains:

— by + by (B
—b—ab - W
X = an , ®
[_bl+bz(%)]'“12

‘o (G%z—au ‘azz)

Using Equation (8), one finds the values of the main
unknown methods of forces X, and X,, having previously
determined the coefficients of equations in Equation (7)
when varying the parameter n = 0.5; 1.0; 1.5; 2.0. By
analogy with Equation (2), the resulting moment M, at
the dangerous node B is defined as:

Mp=Mip-Xi+ Mep+Xo+ Mpp. 9)

The results of these calculations are shown in Table 2.
According to Table 2, the dependence is obtained of
the bending moment in the dangerous node B of the
longitudinal frame (Figure 5) on the ratio n = i,/i,
(Figure 14).

The analysis of the dependence in Figure 14 shows
that the ratio of the linear stiffnesses of the frame girder
and its racks (parameter n) has a significant effect on
the value of the bending moment M, in node B (Figure
5), where the crossbar and the left rack are connected.
Maximum absolute value of bending moment M, occurs
at values n within n = 1.5. Optimum value of ratio of
cross-bar (i,) and rack (i,), at which the minimum values
of moment M, occur is determined within n = 2.0. This
allows taking into account the design parameters of the
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Figure 14 Dependence of the bending moment M, on ratio of bending stiffness of crossbar (i,)
and rack (i) of longitudinal frame

longitudinal frame when designing and calculating the
orthogonal module of the overpass and reduce the metal
consumption of structural elements.

Studies of the operation of the spatial frame of the
overpass under the loads of mobile vehicles (taking
into account the dynamic coefficient) made it possible
to select structure parameters taking into account
strength, stability and dynamic impact (Equations (4)-
(6)). Additional calculation of orthogonal module frame
stiffness is required for the safe operation. Stiffness
is a key parameter that determines the resistance to
deformations and ensures the reliability of the structure
in accordance with the standards of bridge construction
[26-28].

During the operation of the overpass in the
orthogonal overpass module, the crossbar of the
longitudinal frame (Elements 2, Figure 13) and the
crossbar of the transverse frame (Elements 3, Figure
13) are subjected to the greatest loads. In this regard,
it is necessary to check the stiffness of elements 2 and
3 (Figure 13).

The transverse frames of a width of 3.5 m (Elements
3 and 1) are statically defined frames. Elements 3
(crossbars, Figure 13), length [ = 3.5 m, are subjected
to a load, the value of which is determined as follows:
gin=g-c-Ki=130-133-13=52kN-m'.
Where g = 30 kN - m™! is the load per 1 m? due to
the mobile transport; ¢ = 1.33m - beam pace; K, = 1.3
- dynamic coefficient. The cross section of element 3 is
I-beam No. 30. Moment of inertia of the _=beam’s cross-
section is J =7080 cm*. Modulus of elasticity of material
is E = 2-105 MPa (for steel).

The maximum deflection in the middle of the beam
(Element 3, Figure 13) is calculated by the formula [29]:

Umax = = 0.715 - 1072m ==
= 0.715cm = 7.15 mm.

(10)

The stiffness check is performed by the equation
[301:

e <[3)

where - normative allowable deflection
of beams”according to the conditions of safe operation
of elements of steel structures. By Equation (11) one
obtains:

0.715-10% _ 1
3.5 4895

=m0

Thus, the stiffness of the beam (Element 3, Figure
13) is provided with a large margin.

Elements 2 (girders of longitudinal frames,
Figure 13), length [ = 8.0m, are subjected
to the load, which is determined as follows:
gn=g+c-K;=30+175+1.3 =6825kN - m ™},
where ¢ = 1.75 m is the distance equal to half the width
of the transverse frame 3.5m to collect loads on the
girders of the longitudinal frames (Elements 2).

Crossbars of longitudinal frames (Elements 2, Figure
13) are statically indeterminate beams. To determine the
maximum deflection of such beams, the Vereshchagin
method was used, based on the multiplication of the
coordinates of the centers of gravity of the curves of the
resulting moment M (Figure 9) and moments M, from
the unit force of the longitudinal frame (Figure 15) and
determined by the equation [25, 30-31]:

Ky
EJi.

where J, = 39290 cm* - moment of inertia of I-beam No.
50 for the longitudinal frame rack (Element 1, Figure
13).

The diagram of moments M1 from a unit force
P =1, applied in the middle of the longitudinal frame

Umax — VT = (M) X (Ml), (12)

VOLUME 28

COMMUNICATIONS 1/2026



B40

GANYUKOV, AMANBAYEYV

06733 0.6733
0.5735 @ 0,970
.y
s 13267
io .
Oy 0.4505@ lo 10,4505
£
S
m
@ 20338 03368 H ®
7 Z 77 7
[=8m

Figure 15 Diagram of moments M1 of longitudinal frame from unit force P = 1

girder in section BD is shown in Figure 15. Performing
calculations by Equation (12) one gets:

2941.45
L.

Umax = U1 = (13)

To take into account the effect on the resulting
stiffness of element 2 (Figure 13), its supporting
transverse and longitudinal elements 3 (Figure 13) and
4 (Figure 4), a correction coefficient 0.5 is introduced [27-
28]. Taking into account the correction coefficient, next
is checked the fulfillment of the condition of rigidity of
elements 2, which are longitudinal beams with a span
! = 8 m with an I-beam section No. 45. According to
Equation (13), the maximum deflection is determined as:

o —F._ 294145-107%
Umax = U1 = 0.5 2 . 108 < 39.290 - 1078

= 0.0187m = 1.87 cm = 18.7 mm.

(14)

Stiffness of element “2” can be checked by Equation
(11) considering 14:

1

< 1.87 _ o5 -

500 (15)

428 ([ ] 400)01” 128 =

According to Equation (15), the condition of rigidity
of element 2 (Figure 12) - longitudinal beams with span
[ = 8 m consisting of I-beams No. 45 is provided.

4 Conclusion

The presented research demonstrated the first
analytical model of a modular mobile overpass - a
new class of transport equipment that integrates the
functions of a temporary bridge and undercarriage. The
conducted studies describe the relationship between the
force and deformation characteristics of the overpass
structure under moving loads and make it possible to
optimize the main parameters according to the criteria
of strength and stability.

The design of the orthogonal module, as a key bearing
element of the overpass, has been developed, which is a
spatial TT-shaped steel frame with an orthotropic slab

of the carriageway and stiffening ribs. Its analytical
force calculation was performed using the displacement
method, taking into account the two most unfavorable
dynamic loading schemes from mobile vehicles (q = 52.5
kN/m; g = 30 kN/m?, with a dynamic coefficient of 1.3,
according to Eurocodes [27-28]).

The critical internal forces are determined: the
maximum bending moment in the junction of the girder
and the strut (point B) - = -232.42 kN-m (option
1) and M, = 280.0 kN-m (optlon 2); transverse force
Q, = 214.6 kN; axial compressive force in the support
N, =-361.67 kN.

Optimal cross-sections of frame elements made of
steel EN 10025-2 (0 un = 284 MPa) are selected:

e vertical struts - I-beam No. 50 (A = 500 mm, b = 200

mm, ¢ = 15.5 mm);

* longitudinal girders with a span of 8 m - I-beam No.

45 (h = 450 mm);

* transverse girders with a span of 3.5 m - I-beam No.

30 (h = 300 mm).

The checks confirmed the fulfillment of the
conditions for stiffness: the maximum deflection of
the crossbar = 18.7 mm < [f] = L/400 = 20 mm, which
guarantees the rigidity of the structure.

For the first time, the analytical dependence of
peak bending moments at critical nodes on the ratio
of rigidity of the crossbar and struts n = i,/i, was
established (Figure 14). The optimal value of n = 2.0
provides a decrease in maximum moments and total
metal consumption by 9% compared to the equal-
rigidity scheme (n = 1), which increases the efficiency
and manufacturability of the design. These two results
determine the basic scientific novelty of this research.

Further work can be directed to finite element
modelling of the complete system (with inclined modules),
field tests and the development of automated installation/
dismantling mechanisms. The results obtained form the
scientific and methodological basis for the design of a
family of modular mobile overpasses adapted to various
urban conditions. The implementation of the proposed
solutions is important for improving the transport and
construction technologies and increasing the efficiency
of the use of urban space.
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Resume

In this study is presented a system for real-time precipitation measurement
integrating the laser disdrometer with adaptive control. The system
manages large sensor data streams dynamically, enhancing robustness and
accuracy under intense weather conditions. Meteorological inputs, combined
with communication, enable scalable infrastructure supporting automated
safety interventions. Experimental deployment showed improved data
fidelity, anomaly detection, and detailed analysis of drop size and velocity
distributions. The approach advances intelligent transportation safety and
operational reliability through comprehensive environmental sensing and

Article info

Received 14 November 2025
Accepted 4 December 2025
Online 16 January 2026

Keywords:

disdrometer

environmental monitoring

ETL pipeline

intelligent transportation systems

real-time adaptive data processing.

Available online: https://doi.org/10.26552/com.C.2026.012

real-time data collection

ISSN 1335-4205 (print version)
ISSN 2585-7878 (online version)

1 Introduction

In the current geographical and climatic context,
the accurate measurement of precipitation is considered
essential for the safety and efficiency of transportation
systems. The flow of traffic and the risk of accidents have
been significantly affected by extreme weather events,
including heavy rainfall and snowfall. Consequently,
advanced meteorological measurement devices have
been developed to provide precise and reliable real-time
data to support decision-making processes in traffic
management [1].

Modern optical instruments, such as the Thies Clima
Laser Precipitation Monitor, are capable of detailed
monitoring of raindrop size, velocity, and distribution.
Compared to the conventional rain gauges, disdrometers
provide enriched information on the characteristics
of precipitation, which is critically important for
transportation engineering when analyzing the impact
of rainfall on pavement conditions, tire adhesion, and
accident rates [2-3].

From a process control perspective, it is recognized
that not only data acquisition from sensors, but also

effective integration, processing, and adaptive control of
these systems in real-time, are critical. Large volumes
of data are generated by modern meteorological sensors,
such as laser disdrometers, which require processing
by advanced algorithms and cybernetic approaches
for noise filtering, anomaly detection, and reliable
estimation of precipitation parameters. The accuracy
and robustness of measurements are enhanced by
implementing adaptive regulatory mechanisms within
sensor networks, which is fundamental for the real-time
management of traffic systems.

The integration of meteorological sensors into
intelligent transportation systems (ITS) has become
increasingly important with the advancement of
digitalization and IoT technologies. Contemporary road
meteorological stations combine multiple types of sensors
(temperature, humidity, wind speed, precipitation)
and employ advanced communication protocols
(4G/5G, Ethernet, RS-485, or RFID) to enable the
prompt data transmission to centralized control
systems. Such data processing facilitates weather
forecasting and allows the automated activation of
safety measures, such as dynamic speed limit
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adjustments or warnings about hazardous ice conditions
[4-5].

Numerous studies have been conducted to evaluate
the accuracy and reliability of laser disdrometers.
Different optical disdrometer models have been
compared, highlighting their capability to precisely
capture raindrop size and velocity while acknowledging
their limitations under extreme conditions such as very
intense precipitation. Furthermore, significant research
has focused on integrating meteorological data with
traffic management systems to improve road safety and
coordinating with broader environmental monitoring
networks [6-9].

Challenges
technology and cybernetics include the necessity for
calibration, compensation for environmental influences,
such as temperature and wind, and the mitigation of
interference and signal loss under varying climatic
conditions. These aspects are regarded as crucial for
designing cybernetic systems with high reliability and
autonomy in data acquisition units [10].

The objective of the presented research was
to develop an optimized system for the automated
collection and analysis of meteorological data using the
Thies Clima Laser Precipitation Monitor for applications
within intelligent transportation systems. The focus
was on minimizing the measurement errors during
high precipitation intensities, integrating the data into
existing traffic control platforms, and evaluating the
effects of environmental factors on data quality [11-12].
The expected outcomes are anticipated to contribute
to enhanced safety and efficiency of transportation
infrastructures under adverse meteorological
conditions.

A distinctive feature of this study is the incorporation
of adaptive cybernetic control mechanisms within the
sensor networks for the real-time data processing and
anomaly detection. This integration notably enhances
the robustness and accuracy of the collected data.
While prior research was predominantly concentrated
on static sensor calibration, or isolated data processing
techniques, this work focus was on the dynamic and
autonomous management of information streams
derived from sensors, thereby enabling more responsive
and precise interventions in traffic management [13-15].
The research presents a holistic approach that combines
advanced laser disdrometer measurements with multi-
sensor meteorological inputs and IoT communication
protocols. Such a comprehensive integration supports
the development of a resilient and scalable infrastructure
capable of executing automated safety responses,
including dynamic speed regulation and hazard
warnings, all driven by high-resolution environmental
data. The novelty of this research is embodied in the
synthesis of cutting-edge laser disdrometer technology,
adaptive cybernetic control strategies, and intelligent
transportation system applications. This synergy
establishes a new standard in environmental sensing,

encountered within the sensor

aiming to enhance transport safety and operational
efficiency.

2 Materials, methods, algorithms

The proposed system ensures automated collection,
processing, and archiving of environmental data
generated by a laser disdrometer. System components,
including the system architecture, the mathematical
model of the device, and the data component of the
solution, are discussed in the following sections.

2.1 System architecture

The solution architecture integrates the sensor,
communication, and software layers into a single
functional unit that enables continuous monitoring of
precipitation activity and subsequent data analysis. The
block diagram of the system components is shown in
Figure 1 and consists of four main blocks: Disdrometer,
RS-485 to Ethernet Converter, Server, and a Client.

The measurement part of the system consists of
a Thies Clima Laser Precipitation Monitor, a device
designed to detect and classify atmospheric particles
based on the principle of optoelectronic measurement.
This principle uses a laser diode with a wavelength
of 785 nm, situated in the infrared spectrum, to
detect individual particles. An infrared transmitter
(IR Transmitter) generates a collimated beam that
passes through the measurement volume. On the
other side, an infrared receiver (IR Receiver) records
changes in radiation intensity. When a particle, such
as a raindrop or snowflake, passes through, it partially
shades the beam, which the Control Unit evaluates as
a measurement event. The Control Unit subsequently
digitizes the resulting signal, computes the relevant
physical quantities (such as diameter, velocity, volume,
and precipitation intensity), and stores them in a FIFO
Buffer, serving as a memory cache. Data transfer
to the higher communication level is ensured by the
RS-485 Interface, which provides robust differential
communication resistant to electromagnetic interference.

The RS-485-Ethernet converter GNOME 485
from the company Papouch is used to connect the
serial interface of the disdrometer to the network
infrastructure. This module converts the data stream
from the differential serial RS-485 format to the TCP/
IP network protocol, enabling the integration of the
device into a standard computer network without
requiring hardware modifications. The converter
supports configuration of communication parameters
(speed, parity, IP address, port) and operates with the
TCP, UDP, Telnet, HTTP, and DHCP protocols. In the
proposed solution, it functions in TCP server mode, with
the disdrometer periodically sending data to a defined
port. The server layer represents the core of the system,
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Figure 1 Architecture of the proposed data acquisition system

responsible for receiving, processing, and storing the

data. The main software component is the ETL Pump

(Extract, Transform, Load) implemented in Python:
Extraction (Extract) - Data are received via a network

socket that maintains a persistent TCP connection with

the converter. The received messages are processed as
text strings and split into individual fields according to
the protocol structure.

1. Transformation (Transform) - The data are decoded,
validated, and converted into numerical values.
During the transformation process, completeness
checks, unit conversions, and timestamp validations
are performed.

2. Loading (Load) - The processed data are stored in
a non-relational database, which offers a flexible
structure and allows easy extension with new types
of variables without altering the database schema.

3. The server also provides data access through a
client API, which enables visualization, export, and
querying of historical data.

2.2 Mathematical model of disdrometer data
processing

Based on the measured variables, specifically
the diameter d and the fall velocity of individual

particles, the disdrometer calculates several derived
meteorological parameters [16]. Those parameters
provide a comprehensive description of the precipitation
event, enabling the classification of precipitation
type, estimation of its intensity, and modelling of
microphysical processes in the atmosphere.

The calculations are performed in the control unit
according to a set of defined equations that form the
mathematical data processing model. Among the most
important derived variables are precipitation intensity,
radar reflectivity, meteorological optical range (MOR),
and other characteristics of the precipitation field.

The precipitation intensity I is calculated from the
volume of all particles per unit time:

1 N

=g g2 Vi (1)

where A is the cross-sectional area, At¢ is the
measurement interval, N is the number of detected
particles, and V, is the volume of the i-th particle,
expressed as follows:

/3
w - 6 dl ) (2)
where d, is the diameter of the i-th particle.

Radar reflectivity represents the sum of the sixth
powers of the diameters of all particles in the measured
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volume:

_ N 5

A DINNGE 3)
For comparability to meteorological radar

measurements, reflectivity is often expressed on a
logarithmic scale (dBZ):

dBZ = 10log(Z). (4)

Meteorological Optical Range (MOR) characterizes
visibility, that is, the distance at which an object with a
certain contrast edge can still be recognized. It is defined
as:

MOR = % )

where B is the absorption coefficient (m™), calculated
from the cross-sectional area of individual particles and
their concentration in the measured volume.

2.3 Data structure and measurement processing

The data output of the disdrometer is implemented

in the form of telegrams - structured data frames with a

fixed format, containing a sequence of values representing

physical quantities derived from the optoelectronic
measurement principle. In this application, the following
telegram types are utilized:

* Telegram #3 provides microphysical data about
individual particles, such as diameter, velocity, beam
attenuation duration, and internal environment
temperature.

*  Telegram #8 transmits aggregated meteorological
indicators - precipitation intensity and total amount,
radar reflectivity, visibility (MOR), and automatic
weather type classification.

Since the disdrometer transmits data in discrete
telegrams, the proposed system was designed to operate

i

as a cyclic communication model that transitions

between three defined operational states (Figure 2):

e Short-term Measuring State (Telegram #3) -
continuous sensing of microphysical parameters of
individual particles,

* Long-term Aggregation State (Telegram #8) -
periodic collection and transmission of aggregated
meteorological variables, and

* Data Processing State - validation, transformation,
and storage of received data.

The Short-term Measuring State and Long-term
Aggregation State operate in a blocking mode because
they are limited by a single physical bus. Parallel to this
is the Data Processing State, which is designed to avoid
blocking the execution of further measurements.

Data processing is implemented as an ETL (Extract,
Transform, Load) process [17]. In the Extract phase,
data telegrams are received via a TCP/IP connection
and decoded into a tabular structure, which serves as
the basis for subsequent analysis. In the Transform
phase, validation of values, format checking, calculation
of supplementary parameters, and filtering of erroneous
frames are performed. Since the disdrometer does
not perform internal validation of data correctness,
erroneous or physically improbable measurements may
be transmitted. The basic measurement parameters -
particle diameter d, its velocity v, and measurement
time ¢, serve as reference variables from which all other
microphysical and meteorological indicators are derived.

The filtering function £, formally defined as:

1, ve V,
0, otherwise

t < tow,
(6)

Jre(d,v,t) = {
where V; =(0.2,40) m/s represents the set of all
allowable velocities that the disdrometer is capable of
recording, D; = {0.16,5)mm determines the range of
physically possible diameters of atmospheric particles
and ¢ is the current time during the data processing.
Values outside these intervals are automatically
discarded as invalid.

Short-term ) S (" Long-term
Measuring State [t> 10 min] —>»{ Measuring State
do / gather do / gather derived
microphysical meteorological
particle data ) timer \___ Pparameters

[t > 10s] |

[data stored]

_—

(" Data Processing )
State

[data loaded]

do / validation,
structuring, and

storage

.

Figure 2 State model of Measurement Processing
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Timestamps are then verified for consistency to
avoid time jumps, duplicates, or data loss, ensuring
the chronological integrity of the dataset. In the Load
phase, processed data are stored in a time-oriented non-
relational database (InfluxDB), which allows compact
access to historical measurements and subsequent
analytical processing. To reduce the database load,
a local buffer with a capacity of 360 measurements
(equivalent to one hour of data) is utilized, allowing for
the batch insertion of records.

Cyclic switching between the measurement states
ensures a balance between high temporal resolution and
long-term data continuity. During the normal operation,
continuous recording of Telegram #3 occurs at 10-second
intervals. Every 10 minutes, the system briefly switches
to Telegram #8 mode, receives aggregated data, and
returns to the basic measurement state. Data integrity
mechanisms have been implemented, including frame
checks, automatic reconnection on errors, and timed
delays during mode switches. Damaged or incomplete
telegrams are automatically discarded to maintain
dataset consistency.

3 Results

Within the framework of a pilot study, a system
was deployed to collect environmental data, focusing on
monitoring precipitation parameters, including daily
totals, droplet size and velocity distributions, as well as
their relationship to air temperature.

The test system was placed in a laboratory
environment and used a Raspberry Pi 5 as the main
control and data collection node. Communication with
the Thies Clima Laser Precipitation Monitor, connected
to the university network, was conducted via a secure
VPN connection.

Measurements were conducted continuously over a
three-month period, during which millions of individual
records were logged. For detailed analysis, the 41st
calendar week of 2025 was selected, representing a
typical pattern of autumn precipitation. During this
period, 1,460,532 individual droplets were detected,
which subsequently underwent filtering (see Equation
(6)), validation, and visualization.

The average diameter of the recorded droplets was
0.35 mm =+ 0.153 mm. The smallest detected droplets had
a size of 0.16 mm, while the maximum value of 4.74 mm
was at the boundary of the so-called “breakup limit” -
the physical stability limit of raindrops. At this size, the
droplet deforms due to air resistance and subsequently
breaks apart into smaller particles. Droplets larger
than 4.5-5 mm occur rarely in the atmosphere and
typically correspond to short-term intense precipitation
events.

The average terminal velocity of the particles
was 1.716 = 0.593 m/s, with a minimum value of
0.21 m/s and a maximum of 10.09 m/s. The size
and velocity distributions of the droplets are shown
in Figure 3.

The data were subsequently aggregated into hourly
averages and used for analysis of the temporal course
of precipitation intensity and air temperature (Figure
4). During the observed period, the temperature ranged
from 9 to 16 °C, with an average value of 11.46 °C.

The velocity of raindrops in the range of 0.7-5 mm
was analyzed through cluster analysis according to
ambient air temperature to quantify its influence on
droplet dynamics. The largest number of observations
was concentrated in the cluster at the reference
temperature of 10-11 °C, where a power-law dependence
of velocity v on droplet diameter d was identified:

v = 3.663d"°" . (7

Droplet Distributions During Week 41 of 2025
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Figure 3 Distribution of particle diameter and velocity displayed using a boxplot
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Rain activity of week 41 of 2025

—— Hourly Temperature | T2
60000 1 I Particles per Hour
18
50000 4
_
8 ..... . L 16 —_
= (s}
_ o
2 40000 - ‘ o
o
5 . L 14 _E
8 @
o 30000 - a
2 :
Fu . A 12 F
= 20000 - ‘ ‘
..... ‘ . o 10
10000 ] ‘ ‘ ‘
- L 8
o | | |
0"'016 0"916 0'1916 0'191‘3 07"016 o"p’f) 0"’016 0"-016
®> > ®> ®> N ie oY Y o
Figure 4 Relationship between the temperature and a number of particles detected
Particle Velocity vs Diameter Clustered by 2°C Temperature Groups
10 et b a4494808 080 B4 444804448888 44444980 SRR 448088 P 4449408088 RO 444 S4B B4 448080808 BOEA 4444 BB SISO b5 . W
o
B P OO | 0 . PP SO
[ ]
«
E 6|
=
8
g
4 eorores oI < o skt 4444818 8444949491485 449 S4R000 815 8 H44491014 81408 BHELEL 4494900 RRR 1 HES40404 848148101 £ H04 04049404 SRR BRBE 4400001 0101
Temperature Group [°C]
2 . [ S D R e 8-9°C o 12-13°C
e 10-11°C 14-15 °C
—— Power Fit 10-11 °C 16-17 °C
0.5 10 15 2.0 25 3.0 35 4.0 a5

Diameter [mm)]

Figure 5 Relationship between the particle velocity and its diameter

Temperature did not significantly influence the
relationship between the droplet velocity and diameter;
the shape and parameters of the power-law function
remained consistent across the individual temperature
clusters. The results are shown in Figure 5.

4 Discussion

During the experimental period, the capability
of the Thies Laser Precipitation Monitor to provide

extensive and detailed information on precipitation
characteristics, including particle size, velocity, and
temperature, was confirmed. However, several technical
and methodological limitations must be considered
that may affect the accuracy and interpretation of the
obtained data.

One of the main limitations is the device throughput
during very intense precipitation events. According to
the manufacturer’s documentation, incomplete capture
of falling particles may occur because Telegram #3,
used for continuous measurement of individual particle
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parameters, has limited throughput under extreme
rainfall density [16]. Data loss, however, is not directly
detectable since the data stream remains high even with
incomplete recording. Therefore, in short time intervals,
the output may be slightly underestimated. Still, given
the large number of recorded particles, this effect does
not significantly impact the statistical values of overall
precipitation parameters.

Another limitation arises from the constructional
characteristics of the device. According to the technical
department of Thies Clima, the disdrometer is not
designed for dynamic switching of measurement modes
during operation. The device is optimized for the long-
term data transmission in a single telegram rather
than periodic switching between different modes. The
designed automated ETL system allowed switching
between Telegram #3 (raw particle data) and Telegram
#8 (processed aggregated data), thus obtaining a more
comprehensive information set. However, this approach
brings risks, particularly the potential damage or loss
of data at the moment of switching, which was observed
during measurements and corresponds to the expected
system behavior.

In evaluating the measured data, focus was placed
on particles with diameters ranging from 0.7 to 5
mm, although the technical range of the disdrometer
begins at 0.16 mm. Particles smaller than 0.7 mm
exhibited significant scatter, likely due to fog, dust,
or other atmospheric particles dispersed by wind. The
identified power-law dependence of velocity on droplet
diameter corresponds to the expected theory of Stokes’
equation, but further study is required for verification
and quantification of this relationship. Additionally,
the assumption that the disdrometer captures all the
particles may lead to result bias; therefore, it would be
appropriate to develop a more precise classification of
atmospheric particles in the future.

Wind conditions may partially influence the
measured velocity of precipitation particles at the
measurement site. During the experiment, no wind
shield or protective element was used to mitigate airflow
effects. As a result, the measured droplet velocities
may deviate from their actual terminal velocities,
particularly in strong winds or near the sensor under
turbulence. To address this limitation, it would be
appropriate to complement the measurement system
with an additional instrument, such as an anemometer,
to quantify wind speed and apply corrections to the
measured droplet velocities. In this study, data quality
was improved only through a simple outlier filtering,
particularly for droplets exhibiting abnormally high
velocities, which were likely due to environmental
conditions or measurement errors.

The results of this study indicate the potential
for integrating adaptive control and advanced data
processing in sensor networks for the real-time rainfall
monitoring. Dynamic management of sensor data flows
has improved measurement accuracy and robustness,

especially under challenging weather conditions. The
combination of laser disdrometer technology with
advanced processing logic demonstrated clear benefits,
while challenges remain related to environmental
interference and ensuring sensor reliability during
extreme climatic events.

Future research should focus on enhancing the
multi-sensor data fusion, utilizing machine learning
for anomaly detection, and developing decentralized
processing architectures to minimize latency and
improve system autonomy. Incorporating additional
environmental parameters, such as fog density or road
surface conditions, could further enrich the sensor
framework. Moreover, extensive field deployments
and long-term performance evaluations are crucial
for validating the efficiency and sustainability of the
system across diverse operational scenarios. This will
contribute to development of smarter and more resilient
transportation infrastructures, capable of proactively
adapting to changing environmental conditions.

5 Conclusion

In this article, a system for collecting and processing
environmental data (ETL), based on the Thies Laser
Precipitation Monitor and Raspberry Pi 5, was proposed
and implemented. This pilot study serves to verify the
functionality and reliability of the designed system. The
system demonstrated the ability to continuously collect
and process detailed precipitation information, including
the distribution of droplet sizes and velocities, while
ensuring the reliable aggregation and visualization of
this data.

The main contribution of the proposed solution lies
in its ability to integrate the data collection, filtering,
and processing into a single flexible framework, enabling
robust precipitation monitoring even under challenging
environmental conditions. Despite the presence of
measurement errors, caused by extreme conditions
- such as strong wind, fog, condensation on optical
components, or snow, the system provides a consistent
and high-quality dataset suitable for long-term trend
monitoring and droplet distribution analysis.

Precipitation represents a key meteorological factor
influencing the transport safety, particularly during
extreme events, such as intense rainfall or snowfall.
Such conditions can substantially reduce visibility,
impair road surface adhesion, and increase the risk of
aquaplaning or loss of vehicle control. Laser disdrometers
not only measure rainfall intensity but also determine
the droplet size distribution and velocity, providing
more detailed information than conventional rain
gauge systems. These data can support the detection
of hazardous situations that pose direct risks to road
traffic. Potential implementation scenarios include
integrating precipitation measurements into the traffic
management centers, where warning mechanisms could
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inform drivers via variable traffic signs or navigation
applications. In a broader context, meteorological
data from disdrometers could also support advanced
driver-assistance systems or autonomous vehicle
control.

The results presented in this article confirm that
the designed ETL system represents an effective and
modular tool for environmental monitoring, serving
as a foundation for further development of intelligent
sensor networks and real-time monitoring applications.
For future implementations, a more stable software
realization and cross-validation with alternative sensors
are recommended to more precisely quantify the impact
of environmental factors and minimize data loss.
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for selective data retrieval, reducing network overhead while processing
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1 Introduction

The current level of CO, in the atmosphere has
increased in the last decades significantly, necessitating
advanced monitoring techniques such as those offered by
satellite-based remote sensing [1]. These platforms offer
a unique vantage point for comprehensive atmospheric
observations, enabling the precise quantification of
greenhouse gas concentrations and their spatial and
temporal variations [2]. This approach is critical for
identifying emission hotspots, such as large urban
centers, power plants, and industrial facilities, which
are major contributors to anthropogenic CO emissions
[3-4]. However measurements are not consistent and not
all localities have the same measurement fidelity, with
current methods facing challenges in distinguishing
anthropogenic CO  signals from background
concentrations and limitations in spatio-temporal
resolution [5]. Furthermore, the distribution of CO
satellite measurements exhibits significant latitudinal
bias [6]. This necessitates the integration of data from

diverse observational platforms, including ground-based
in-situ sensors and atmospheric models, to enhance the
accuracy and robustness of CO emission estimates [7].
Most high-quality observations are concentrated in the
Northern Hemisphere, especially between 30°N and
70°N, where the industrial activity is most intensive.
In the future, a more uniform global coverage is
essential for a comprehensive understanding of carbon
cycle dynamics and for supporting climate mitigation
strategies [8]. This uneven coverage creates substantial
data gaps, especially in polar regions and over the
oceans, which play a crucial role in carbon sequestration.
This fact limits our understanding of global carbon cycle
dynamics. To address these limitations, a scalable cloud-
based data storage and visualization tool is imperative
for managing the multi-type geospatial data generated
from satellite-derived CO, flux measurements [9].
Transportation represents one of the most significant
sources of anthropogenic CO, emissions, contributing
nearly a quarter of global energy-related greenhouse
gases. Freight road activity alone accounts for a

© 2026 THE AUTHORS
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substantial portion of these emissions, approximately
29.4% of all the transport-related carbon output [10].
Accurate monitoring of CO, in transport corridors,
urban traffic zones, and major logistic hubs is therefore
essential for assessing the environmental impact of
mobility systems and evaluating the effectiveness of
decarbonization policies. Leveraging modern cloud-
based solutions can overcome the complex demands
of air quality management and policy monitoring by
providing advanced tools for environmental monitoring
and policy formulation [11]. Satellite-based CO,
measurements provide valuable large-scale insights
into emission patterns from road, air, and maritime
transport, complementing ground-based inventories
that often lack spatial coverage or temporal consistency.
Specifically, satellites like the Orbiting Carbon
Observatory-2 offer high-resolution spatiotemporal data
of CO concentrations [12].

Global energy consumption is strongly coupled
with CO emissions: as the number of IoT devices,
deployed for CO monitoring, continues to increase, the
associated energy demand likewise increases and is
still largely met by fossil-based generation within the
current energy mix. These trends motivate the use of
hybrid energy-harvesting techniques to enable large-
scale sensor networks to operate more sustainably,
without further amplifying the carbon footprint of the
monitoring infrastructure [13].

In this paper, the development of a cloud-based
system, specifically designed for the acquisition and
transmission of carbon dioxide data from satellite
sources to a custom visualization platform, is detailed.
This system leverages Amazon Web Services for its
scalable and flexible infrastructure, enabling the
robust data processing and monitoring capabilities
[14]. The architecture integrates satellite-derived CO,
measurements, facilitating their secure streaming and
storage within the AWS ecosystem [15].

2 Related works

The cloud-based Earth Observation (EO) data
processing platforms have evolved significantly to
address the challenges of managing and analyzing
large-scale satellite datasets. The openEO initiative
represents a key advancement in this field, establishing
an open API standard that abstracts away infrastructure
complexities. Developed within the H2020 project (2017-
2020) [16], openEO provides a unified framework for
accessing diverse satellite data sources through high-
level abstractions that treat image collections as data
cubes, enabling scientists to focus on analysis rather than
data handling. The Application Programming Interface
(API) supports multiple client libraries (Python, R,
JavaScript, QGIS) and integrates with existing image
analysis services.

Recent studies highlight the growing need for

structured data processing architectures to manage the
massive volumes of geospatial and satellite information
generated by modern EO missions. Romero et al. [17]
introduced an ETL-based framework for integrating
remote sensing data from multiple satellites,
demonstrating a modular architecture that enables
extraction, transformation, and loading of heterogeneous
data formats (e.g., NetCDF, HDF, GeoTIFF) into unified
analytical repositories. Implemented in Python, and
compatible with workflow systems, such as Apache
Airflow and Dagster, their design facilitates flexible and
scalable data fusion across instruments like GOES-16
and CloudSat, though its focus remains primarily on
cloud profiling and radiometric data.

Similarly, Boudriki Semlali
[18] proposed a hybrid ETL and stream-processing
architecture combining the SAT-ETL-Integrator
for satellite data preprocessing with the SAT-CEP-
Monitor for real-time analysis based on Complex Event
Processing (CEP). Their system integrates multisource
datasets from NASA, NOAA, and ESA satellites with
ground-based observations, performing multi-stage ETL
operations and CEP aggregation to compute air-quality
indices in near-real time. The approach demonstrated
high processing efficiency and strong agreement with
ground-based data (r = 0.75), underscoring the potential
of ETL + CEP frameworks for environmental satellite
data analytics.

While these works advance data integration and real-
time processing, existing architectures remain limited in
handling satellite-based CO, column measurements.
For example, Boussaada et al. [19] describe a multilayer
system architecture comprising Data Acquisition, Data
Processing and Communication, Data Storage, and
Application Layer, that primarily targets ground-based
IoT sensors and citizen monitoring.

In contrast, this new approach extends the
architectural model with dedicated modules for satellite
CO, data, including an ETL pipeline, georeferencing,
spatio-temporal interpolation, and integration with
emission and meteorological models. This design
establishes a systematic preprocessing layer for satellite-
derived CO, datasets, addressing a critical gap in
current EO data processing frameworks.

and El Amrani

3 Materials and methods

In this section, an innovative and methodological
framework for the systematic acquisition, processing,
and interactive spreading of the large-scale atmospheric
carbon dioxide (CO,) data was introduced. Conventional
approaches often face challenges related to voluminous
data transfer, inflexible processing pipelines, and
the presentation of findings in static, non-interactive
formats. The system presented in this work addresses
these limitations by combining a selective data-access
mechanism with a modular, high-performance processing
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pipeline and a dynamic, web-based visualization
interface. The research led up to the instantiation of this
framework as a web application for visualizing global CO,
concentrations derived from satellite measurements,
thereby demonstrating its efficacy and utility.

The main functions of the data module are the
acquisition, processing, analysis, and storage of data
from satellite measuring stations. One of the first
tasks, therefore, was to find a suitable data source
and secure programmatic access to the storage. We
designated the Orbiting Carbon Observatory-2 (OCO-2)
satellite measuring station as the primary data source.
The measured data is stored in a publicly accessible
repository managed by the Goddard Earth Sciences
Data and Information Services Center (GES DISC) at
NASA Goddard Space Flight Center. The data available
in the storage facility are at various levels of processing,
typically 0 to 4. The proposed application works with
level 2 data, which are mapped to the relevant latitude
and altitude and contain error indicators that specify
whether the data are suitable for use. Two types of
data products are the most suitable for processing:
L2 Standard and L2 Lite FP. The L2 Standard data
product is usually available one to two days after the
measurement itself, but only for the current calendar
year. The L2 Lite FP represents condensed data files
that have undergone more thorough correction. Those
files have been available approximately one month
after the measurement itself since 2014. In this case,
one data file represents one day, which allows for
easier processing compared to L2 Standard files. In the
proposed application, L2 Standard data was selected
for daily downloads of new data and L2 Lite FP for
downloading historical data.

There are several ways to access data. For the
purposes of the proposed application, the OPeNDAP
(Open-source Project for a Network Data Access Protocol)
protocol was chosen. This is an open protocol for
accessing data files based on http technology [20]. This
protocol allows only selected variables of data files to be
downloaded in NetCDF format, which makes it possible
to work with a much smaller volume of data, resulting
in less network load and faster processing. On the data
provider side, the OPeNDAP protocol uses Hyrax server
software with support for THREDDS catalogs [21]. The
THREDDS catalogs are XML files that organize and
describe data files and folders in the repository, making
it possible to navigate the repository folders and find the
desired files by date [22]. The storage has a root folder
with a fixed address. The root folder, like all others,
contains a catalog with a list of files, their address for
access via the OPeNDAP protocol, and a list of nested
folders. Access to data files depends on the selected type
of data product, L2 Standard or L2 Lite FP. The folder
structure and file naming are different in both cases.
The program must be designed to work with both cases.
The application must also include a function that works
with these catalogs. The following flowchart shows the

process of obtaining the addresses of the required data
files from the THREDDS catalog.

The Requests library is employed to access the
data repository, as it provides essential authentication
support and significantly simplifies interface for working
with HTTP protocol compared to Python’s standard
library. The retrieved data files must subsequently
be converted to DataFrame objects implemented by
the Pandas library. A DataFrame is a highly efficient
data structure specifically designed for tabular data,
rigorously supports critical operations such as filtering,
such as filtering, aggregations and statistical operations.
Pandas itself is a high-level data manipulation library,
primarily engineered for advanced data analysis tasks. Its
core components are implemented in the C programming
language, which ensures high performance, while
maintaining the simplicity and flexibility of Python.

After the processing and analysis, the obtained
and transformed data need to be stored in a persistent
storage system. Several storage options were designed
for the needs of the application, such as CSV file stored
on a local disk or Parquet file stored on a network-
accessible data repository.

The first option, a CSV file on the local disk, is
primarily intended for local testing, as CSV files are
text based and human readable without requiring
specialized software. In contrast, the Parquet files are
binary and not directly readable without required tools,
however, they provide higher efficiency for reading and
writing operations and require less disk space. They are,
therefore, more suitable for cloud storage environments.

For the data processing, the Extract, Transform,
Load (ETL) process was adopted. This process consists
of three main phases: extraction, transformation, and
loading of the data.

The extraction phase involves acquiring data from
one or more internal or external sources that may
contain structured or unstructured data. It includes
the initial validation of received data, ensuring that
they are in the correct format and structure. During
the transformation phase, various functions and rule
sets are applied to the data, including filtering, filling in
missing values, aggregation, and merging. The loading
phase refers to storing the processed data in internal
storage, which may include a file system, database, or
data warehouse. All acquired data are stored to enable
subsequent analysis.

Within this process, a function for analyzing the
newly acquired and cleaned data is also executed.
During this analysis phase, various aggregations
and computations of supplementary information
are performed, operations that would be inefficient
to execute during each visualization. The analyzed
data are likewise stored in the internal storage for
further use. In addition, the processed data are
continuously supplied to external machine learning
model using the provider interface for further analysis
and predictions.
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Figure 1 Data Flow Architecture of the ETL Pipeline with integrated Data Analysis Module

Figure 1 illustrates the main components and
interactions within the ETL workflow. The central ETL
process receives user-defined inputs through the task
scheduler and system administrator, which trigger
extraction, transformation, and loading operations. The
Extract module retrieves raw data from external storage,
while the Transform module performs preprocessing and
normalization of the extracted datasets. The processed
data is then passed to the Data analysis component,
which is connected to the machine learning model and
subsequently stored in the database through the Load
module. Feedback on the task completion is returned
to the system administrator, ensuring the controlled
execution and monitoring of the ETL pipeline.

Figure 2 illustrates the class diagram of the
application’s data module. The entire ETL process
is managed by the ETL Pipeline class through the
dependencies extract_strategy and load_strategy,
which are provided to the ETL Pipeline object via
its constructor, depending on the configuration
of the runtime environment. The data module was
designed in accordance with the principles of object-
oriented programming: abstraction, encapsulation,
polymorphism, and inheritance.

The abstract class BaseExtractor provides a basic
interface for the data acquisition. The method extract_
date_range accepts a date range as its parameter
specifying the period for which data should be
downloaded, and returns a pair consisting of the date and
a DataFrame object. The actual implementation of data
retrieval is encapsulated within concrete subclasses.

The TestExtractor class represents the
straightforward implementation of the abstract

BaseExtractor class, operating without access to real
online data. It returns a DataFrame object supplied
through the constructor and is used exclusively for
automated testing purposes. This allows testing of
the ETL Pipeline logic with controlled input data and
without the need for an internet connection.

The abstract class BaseOpendapExtractor overrides
the constructor of BaseExtractor by introducing
a mandatory parameter, opendap_client, of type
OpendapClient. The OpendapClient class defines and
implements a simple interface for communication with
a server via the OPeNDAP protocol and for interaction
with the THREDDS catalog.

The classes OpendapExtractor_L2Standard and
OpendapExtractor_L2LiteFP implement access to the
actual data repository, managing authentication against
the storage system and searching for files based on the
specified date range.

The abstract class BaseLoader provides the
fundamental interface for the data storage. The method
save_dataframe accepts a parameter of type DataFrame
and a desired filename, which it saves to persistent
storage. Conversely, the method retrieve_dataframe
accepts the name of the file to be opened and returns
a DataFrame object. The retrieve_dataframe method
is also utilized in the design of the application’s
visualization module. The implementation of the data
storage operations is encapsulated within individual
concrete subclasses.

The TestLoader class represents the implementation
of the abstract BaseLoader class, operating without
the use of a database system or file storage. It works
exclusively with a DataFrame object in system memory,
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Figure 2 Class diagram of the data module for application
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Figure 3 Class diagram of data module for application with ETL Pipeline

allowing testing of the ETLPipeline logic without the
overhead of time-consuming data storage operations.

The LocalCSVLoader class stores the provides
DataFrame object as a CSV file on disk and retrieves
data only from that file. It is primarily intended for local
testing of the application.

The S3ParquetLoader class stores the provides
DataFrame object as a Parquet file in a data repository.
The design assumes the use of Amazon Web Services
(AWS) S3 storage, as the application is intended to be
deployed in the AWS environment. This storage system

supports file versioning. When a file is overwritten,
its previous version is preserved and can be restored
in cases such as data corruption. Therefore, the
implementation of S3ParquetLoader also requires an
interface for accessing the S3 storage.

The ETL Pipeline class itself provides a minimal
interface, exposing only the invoke function, which
initiates the process and manages the provided concrete
dependencies. The design follows the Dependency
Injection pattern, in which an object receives its
dependencies externally rather than creating them
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Figure 4 Class diagram of data module for application with ETL Pipeline

internally. Injecting dependencies that implement
a common interface into the controller class allows
the replacement of components at runtime without
modifying the controller’s source code. The ETL process
in the application can be initiated from two sources:
the Command-Line Interface (CLI) or a task scheduler.
The CLI interface is managed by the Typer library,
which simplifies the definition and parsing of command
parameters. This allows for selection of a specific subclass
of type BaseExtractor at the moment the command is
executed. The function called by the command invoke-
etl is defined in Figure 3. The pipeline_factory function
supplements the required dependencies and returns an
ETLPipeline object ready for execution. The example
code below illustrates the invoke_etl function, which is
triggered by the invoke-etl command within the CLI
environment. Besides specifying the input dates, the
user can also select the class used for data extraction.
Another method of triggering the ETL process is
through a task scheduler. For this purpose, the Celery
library is deployed, which enables the execution of
scheduled and background tasks within the application.
The configuration file defines the schedule read by
Celery at startup. The schedule includes a single task,
daily_etl_task_L2_Standard, which runs daily at 06:00,
along with the definition of the task itself. The provided
code snippet represents the Celery configuration,
including the setup of periodic task scheduling.

3.1 Visualization module design

The main function of the visualization module is to
display the results of data analysis to the user in the
form of a web interface. Consequently, it is necessary to
select appropriate software libraries for implementing
an HTTP server and for generating and rendering
various types of plots. For this purpose, the Dash and
Plotly libraries were chosen. Both are open-source
software libraries developed by Plotly Technologies Inc.
and are freely available. They provide a simple interface

for working with graphical visualizations and offer
seamless mutual integration.

An application built using the Dash library
functions as a lightweight web interface that listens
on a predefined port, processes the HTTP requests,
and returns responses. The user interface (UI) is
defined using Python code. The library includes an html
module, whose classes are translated at runtime into
the corresponding HTML elements. Objects of these
html classes are inserted into the application’s layout
attribute along with their properties. Based on this
declarative structure, the corresponding HTML user
interface is generated automatically.

The library provides a variety of interactive
components, such as buttons and forms, which can be
utilized in the application’s design. Interaction with
these elements is linked to specific application functions
through unique element identifiers. Such a function is
referred to as a callback and governs the modification
of one or more HTML elements in response to user
interaction - for example, re-rendering graphs with
updated data when the user changes the selected date
range. The design of these callback functions should
follow the functional programming paradigm, meaning
that they should not modify the internal state of the
application but instead return output based only on
input parameters.

The visualization components of the user interface
are rendered using the Plotly library, which supports
a wide range of chart types, including bar charts, line
charts, maps, and correlation diagrams. Plotly functions
accept DataFrame objects as their primary data source,
allowing direct integration with the BaseLoader objects
introduced in the previous section for data access.

Figure 4 presents a conceptual data flow diagram,
illustrating the user interaction with the graphic user
interface and sequential data processing components.
The callback function handler accepts the input and
calls the loader object for updated data. Loader object
plays an intermediary role between the callback handler
and a data repository. Such architecture allows for
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Figure 5 Class diagram for the visualization module of application

various persistent storage implementations. Loader
then fulfills the query and passes the data to the
callback handler, which then updates the graphic user
interface accordingly.

A function that responds to user interaction must
repeatedly establish connections to the database
or the local file system and query large volumes of
data. Consequently, situations may arise in which the
response time exceeds the default timeout settings of the
web server or the user’s browser. Furthermore, a large
number of long running calls could potentially overload
all threads of the web application process. To mitigate
these issues, background execution is employed.

Upon user interaction, the interactive input elements
are temporarily disabled, and the execution request is
placed into a dedicated task queue. Once the task is
completed, the relevant element of the user interface is
updated accordingly. The task queue management and
sequential execution of commands are handled by the
Celery library, which also serves as a task scheduler in
the application’s data module.

Figure 5 presents the class diagram of the
application’s visualization module. The abstract class
BaseLoader, similar to its counterpart in the data
module, provides an interface for loading data from a
database or local disk. A specific implementation object
is injected as a dependency into the update_graph
function. This dependency injection design allows for
the update_graph function logic to be tested without
requiring an active database connection. As in the data
module, a Settings class is also used and injected as a
dependency during the application’s startup.

Figure 6 displays a system architecture diagram
with the technologies used to support the system. The
application integrates external data sources from NASA
GES DISC, including the OCO-2 L2 LITE FP and
OCO-2 L2 STANDARD datasets. Those datasets are

accessed through THREDDS Catalogue and OPENDAP
NetCDF4 services.

The core of the architecture is Celery, a distributed
task queue that operates as a worker to handle
scheduled tasks for the data processing module. Data
is stored in AWS S3 cloud storage and structured
using Apache Parquet for optimal performance and
accessibility. The Plotly App serves as the user interface,
facilitating initial data preload and user interactions.
Celery‘s callback functions are specifically used to
respond to user interface requests, enabling seamless
communication between the data processing module
and the user interface. Redis is employed for caching
and message brokering, enhancing system performance
and responsiveness. Additionally, a machine learning
service provider is integrated to supply the advanced
analytics and enhance data analysis capabilities. This
architecture emphasizes the seamless flow of data
from external sources through processing and storage
to user interaction, leveraging the robust open-source
technologies to support environmental data processing
and distribution.

4 Results

After the deployment, the application operated
as expected. It downloaded the new data daily from
the L2 Standard data product, provided that the
data were available. If no data were accessible, the
application reported an error, which was automatically
communicated to the system administrator via the Sentry
monitoring service. For historical data dating back to
the beginning of 2023, the L2 Lite FP data product was
utilized. Although those data were uploaded to storage
with a monthly delay, they were of higher quality and
underwent more rigorous validation procedures.
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Figure 7 System architecture of the container-based deployment environment

The spatial resolution of the satellite sensors is
2.25 km x 1.29 km. Consequently, the acquired data can
also be used for analyses of smaller geographic regions,
provided that sufficient satellite coverage is available.
A preliminary analysis of the dataset indicates that
the satellite-based measurements closely follow the
trends observed in ground-based monitoring stations,
including seasonal variations and hemispheric extremes.
Furthermore, the dataset enables the observation of
global trends and anomalies, as well as the identification
of sources, sink regions, and regional variations in
atmospheric carbon dioxide concentration throughout
the year.

The use of satellite data has also made it possible to
isolate the CO, concentration values over the territory
of Slovakia, a region where no open access ground-based
measurement stations are available. These data can be
employed for the more complex analyses of regional and

global trends or for predictive modeling; however, such
analyses are typically conducted in conjunction with
meteorological and other complementary models.

Figure 7 illustrates the cloud-based deployment
of the ETL and data processing services using Docker
Compose. Incoming HTTP requests are routed through
an Nginx reverse proxy running on the host operating
system. The proxy forwards the requests to a Gunicorn
application server that handles multiple worker instances
on port 8050. The background data processing tasks are
managed by a Celery service (worker and scheduler),
which interacts with two supporting components: All
the components run as Docker containers orchestrated
within a single server environment, ensuring
scalability, modularity, and fault isolation across
services.

The examples in Figures 8 and 9 show the user
interface of application for the two different user-
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Figure 9 Graph and visualization for average monthly values - October 2023

selected datasets. For each selection, the visual outputs
are updated dynamically to the chosen time period,
enabling direct comparison of spatial and temporal
variations in atmospheric CO, using both the 3D scatter
plots and global map projections.

The left-hand panels of Figures 8 and 9 present the
3D scatter plots of mean XCO,, the column-averaged
dry-air mole fraction of atmospheric CO,, as a function of
latitude (x-axis) and longitude (y-axis) for January 2024
and October 2023 respectively. Each marker corresponds
to the average of XCO, value per degree of latitude
and one degree of longitude. Marker color follows
the adjacent color bar (ppm) and encodes the same
XCO,values shown on the vertical axis - warmer colors
indicate higher concentrations. Since the plot projects
many closely spaced retrievals, regional gradients are
best read by following the color and height trends
across latitude/longitude ranges rather than individual
markers. This representation effectively captures the

spatial structure of the XCO, field and highlights broad
geographic variations.

The right-hand panel shows the corresponding
global map projection for the same month and uses the
identical color scale and marker values, emphasizing the
spatial variability and regional patterns for the same
period. Regions without colored symbols correspond
to areas where no OCO-2 satellite measurements
were available for the selected month. A common
color scale (ppm) is applied to both panels to ensure
consistent comparison of concentration levels. When
considered together, the 3D scatter plots and global
map projections provide complementary perspectives
on the distribution and magnitude of observed XCO .
Both panels incorporate interactive functionality that
enables detailed exploration of localized spatial patterns.
This integrated visualization framework provides a
compact, interactive environment for data exploration,
anomaly detection, and trend analysis, without the
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need for extensive preprocessing or specialized external
visualization tools.

5 Discussions

The results indicate that the automated ingestion
of OCO-2 Level 2 Standard and Level 2 Lite FP
products, facilitated by the OPeNDAP protocol, ensures
dependable access to high-resolution atmospheric
CO,data while concurrently minimizing data transfer
overhead. This selective data retrieval mechanism,
synergistically integrated with the ETL pipeline,
decreases the latency between the data availability
and its subsequent visualization. In contrast to
alternative solutions, such as openEO or SAT-CEP-
Monitor, which primarily emphasize interoperability or
event processing, the proposed framework distinguishes
itself by prioritizing modularity and maintainability
within a cohesive cloud environment. Consequently, this
design renders the framework suitable for sustained
deployment, integration with prospective satellite
missions, and the potential for synergistic fusion with
ground-based observational data.

The implemented visualization module, built with
Dash and Plotly, provides an intuitive interface for
the real-time analysis, offering users the ability to
examine both global and regional CO, patterns. The
ability to isolate the CO, concentrations over specific
territories, demonstrates the adaptability of the system
even in regions without open-access in-situ monitoring
stations. This highlights the framework’s potential to
fill the observational gaps and to support environmental
research in countries with limited measurement
infrastructure.

Despite its advantages, several limitations must be
acknowledged. The system’s performance depends on
the availability and quality of satellite data, which may
vary due to orbital coverage, atmospheric conditions, or
latency in dataset publication. Furthermore, while the
AWS-based deployment ensures scalability, the long-
term sustainability could benefit from cost optimization
strategies or the adoption of hybrid cloud-edge
architectures. The current model also primarily focuses
on CO, data. Extending it to include other greenhouse
gases, such as CH, or NO,, would improve its utility for
comprehensive climate monitoring.

6 Conclusion

In this paper are presented the design and
implementation of a modular, cloud-based information
system for automatic acquisition, processing, and
visualization of satellite-derived CO, data. The system
combines the OCO-2 Level 2 Standard and Level 2 Lite
FP products into an ETL pipeline using the OPeNDAP
protocol, is deployed on AWS, and offers an interactive

web interface for exploring global and regional XCO,
distributions, including areas without in-situ monitoring.

The main contribution of this study is a unified
framework that combines a scalable ETL architecture,
modular software design, cloud-native deployment,
and advanced visualization. The ETL pipeline extracts
only the essential variables from the large NetCDF
files, reducing the data transfer and processing time,
while maintaining native spatial resolution. A modular,
object-oriented design with clearly defined extractor
and loader interfaces simplifies testing, maintenance,
and adaptation to new data sources or storage back
ends. Additionally, a containerized deployment with an
interactive Dash/Plotly interface enables the 3D scatter
plots and global map projections for detailed analysis
of spatial and temporal XCO, patterns, even in regions
lacking ground observations.

Several limitations must be recognized. The quality
and completeness of outputs depend on the availability
and latency of OCO-2 products, which are affected by
orbital coverage, cloud interference, and publication
delays. Relying solely on AWS introduces potential
long-term costs and vendor lock-in risks for sustained,
high-volume operations. Methodologically, the system
currently emphasizes descriptive visualization of
CO, only, and has not yet integrated the data fusion
with other greenhouse gases, meteorological data, or
ground-based observations, nor implemented advanced
uncertainty quantification.

Future work will expand the framework to include
additional satellite missions and trace gases such as
CH, and NO,, incorporate external atmospheric and
emission models, and systematically validate satellite-
based indicators against the in-situ networks. it is also
planned to leverage the existing integration points
for machine-learning services to enable automated
pattern recognition, anomaly detection, and predictive
analytics for applications such as transport corridors
and industrial regions. Finally, the user experience and
computational performance under realistic workloads
would be assessed, to further optimize the system
for decision support in environmental monitoring,
transportation, and industrial informatics.
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Resume

Road traffic remains a major contributor to carbon dioxide emissions,
making innovative energy solutions essential. Electric vehicles (EVs) offer a
promising alternative, however, current lithium-ion batteries face limitations
in power output, energy density, and cost. To address these challenges,
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1 Introduction

Research in the actual extensive electrification
of transport infrastructure calls for improvement
suggestions and verification of gathered data, further
improving the potential of the implementation of electrical
vehicles (EVs) and confirm the proposed solutions. It is a
vital part of the continuous EVs development since their
implementation in transportation structure. Limitations
of the EV body construction narrows down usable space
for the powerline system, consisting mainly of large
volume battery pack and driveline, electrical machines
(EMs). Adequate sizing of the energy storage system
(ESS) and EMs is critical, as it directly contributes to
the final performance levels of the EV. Capacity of the
ESS, directly tied to the potential drive range, is limited
by its size [1-3].

To obtain the required parameters, calculations
and simulations with real time driving scenarios,
drive cycles, are done. The drive cycle evaluates the
performance of the EV through the defined map, which
states acceleration, braking, standing and cruising
segments in time. It is defined by change of the vehicle

speed through time [1, 4]. Implementation of described
benchmark done by drive cycle poses as an experimental
method, which is able to optimize parameters of the
powertrain system, formulating improved performance
and energy consumption [5-7].

Recent researches in HESS designs implemented
in EVs indicate improved characteristics in simulated
operation of the vehicle during the drive cycle
experiments. Researchers implemented two types of
HESS systems, single and dual HESS. Experiments have
been done in computer simulations, achieving numerous
data results, which have been analyzed and compared.
Dual HESS systems have been utilized for minimalizing
battery discharge peaks by splitting vehicle’s traction
power demand between the two independent traction
systems, while each one was powered by HESS system.
Optimized dual HESS configuration in EV reached
increased driving range, battery storage life compared
to the single HESS configuration, presenting a better
configuration in long term operation of a vehicle.
Comparison of the configuration of dual HESS and
battery-only configuration proposes possible increased
battery-pack life, improving the long-term effect of

© 2026 THE AUTHORS
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vehicle’s operation [7].

Alternatively, verification of the implemented
powertrain systems can be done by a physical
experimental setup, consisting of two motors, connected
together by an axle and inverter for powering the
motors. Two motors are required, as one motor is a drive
motor and the second is a load motor. Proposed method
requires additional calculations, for controlling the
torque load on the load motor, simulating inertia from
EV’s parameters and selected drive cycle [8].

Verification of the parameters of the implemented
powertrain system and its further optimization is crucial
for prototyping efficient and improved EV, which brings
a considerable requirement for a simulator of the EV
powertrain. Applying the simulator to the prototyping
sequence of the EV enables to design its parameters,
suited for the expected operational conditions, based on
the expected driving course and calculations. Further
details in designing the simulator are described in
the next section, as research in actual state-of-art
simulators, used in research and development (R&D)
centers, universities and training programs.

2 Research in state-of-the-art simulators
of electrical drives for EVs

Development centers in universities present
numerous experimental setups for developingtheelectrical
drives for electrical vehicles. Conventional and preferred
implementations of control methods for electrical drives
are being replaced by innovative techniques developed by
researchers in focus of improving operating conditions of

Programmable
electronic load [N "o

Figure 1 Experimental prototype of electrical drive, [6].

electrical drives as poor torque ripple, flux ripple and flux
instability at low RPMs (Figure 1). Innovative techniques
are done by implementation of artificial neural network
(ANN) enhanced control methods as direct torque control
(DTO) [9].

Faults occurring in EV powertrain appearing e.
g. under inverter switch faults, reduce operational
reliability of the EV. The fault tolerant control methods
of electrical drives are developed, by implementation of
ANN control methods to improve stability and improved
EV operation [10].

Described approaches are being tested on
experimental prototypes of electrical drives for EV
powertrain, which are mostly composed of inverters,
isolation and auto transformers, voltage source
inverters (VSIs), dSPACE controllers and electric motors
linked together with torque sensor or shaft. Instead
of transformers, a dual-isolated battery emulator is
commonly used to power the VSIs, [6]. Electrical motor
selected in experimental setups usually use lower power
rating, e. g., 5 kW and low operating speed around 1500
RPMs [11].

Alternatively, there are available electrical vehicle
simulators on market, used primarily for theoretical
training and demonstration purposes for automotive
students. Described educational stands are composed of
main systems of EVs as electrical motor, inverter, high-
voltage (HV) battery and charging port. Components
are sourced from commercial EVs, e. g., Renault ZOE.
Stand is suitable for training diagnosticians and EV
repair specialists.

Educational stands can have alternative form, in
electrical vehicle trainer, which is based on a commercial
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EV, e. g., Tesla Model 3. The vehicle is complete, but
various panels are removed, with exposed components of
the vehicle’s system. Measurement devices are connected
to the key components to illustrate the dynamic changes
in electrical system while it is operating.

Described research and obtained details revealed
possible solutions, which are already available on the
market, or being used in R&D sector. Experimental
setups are the most advanced and useful approach
suited for drive cycle experiments, as the training
stands, built from EV components, are not suited well
for described experiments. Even when they are simpler
to operate and easier to manage, they do not allow to
build custom operation method, based on the selected
drive cycle, which would be usable in experimental field.

3 Specification of the parameters based
on the research

Advanced experimental setup of the simulator,
described in the previous section, suits required needs
for proposed simulator prototype, by utilizing custom
drive cycle control method. To be useful and usable in
the research and educational sector of university, the
prototype must be built on a smaller scale.

The proposed prototype consists of three main
operation blocks, energy storage and conversion, primary
motor control and drive and secondary motor control and
drive. Energy storage and conversion part consists of
hybrid battery pack, composed of battery pack and super-

capacitor (SC)bank and a DC-DC converter. The battery
pack is the main energy storage, posing as a standard
EV battery pack and supplying required energy for the
motor drive and control. The SC bank is fundamental for
improvising the dynamic operational parameters of the
EV, mainly acceleration, possibly recuperative braking.
The DC-DC converter is a fundamental part, required
for converting voltage levels of the battery pack and SC
to a HV DC bus level. For this application, buck-boost
topology was selected, as it meets the criteria for voltage
and current conversion. The primary motor control and
drive is the powertrain part of the simulator, used as a
simulation of propulsion. The primary, propulsion EM is
an asynchronous motor (ASM). The ASM was selected as
it is simple to operate and was/is used in EV production.
For powering the primary motor, three-phase inverter
was used, together with field-oriented control (FOC)
and motor speed controller, enabling precise control of
the primary motor by utilizing torque or speed control
method. In addition, a braking chopper is added as a
safeguard from HV spikes by back EMF from primary
motor. The secondary motor control and drive block is
the load part of the simulator, creating a torque load on
the primary motor. Torque load poses as a simulation
of the physical laws, hidden behind operation of the EV.
This ensures that the simulator does not absolutely omit
physical properties of the EV operation. Control and
powering method is the same as for the primary motor,
by FOC and speed controller.

The proposed diagram offers flexible solution
since both the primary and secondary motors can be
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Figure 2 Block diagram of the prototyped electrical vehicle drive simulator
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operated as synchronous motor, e. g., permanent magnet
synchronous motor (PMSM), but only with adjusting
the control method and controller accordingly. The FOC
control is not mandatory, as there are more advanced
and effective control methods available, while the direct
torque control (DTC) and maximum torque per ampere

(MTPA) can deliver better results, possibly even with

artificial neural network (ANN).

Motor speed/torque controllers require external
input parameters based on calculations from:

* Physical parameters of the subjected vehicle’s
body, rolling, resistance and drag coefficients,
gravitational constant, with the grade of incline or
decline, as the calculations are for the kinematic
scenario;

e Selected drive cycle or another predefined plot as
the source of the desired speed of the vehicle;

e Electrical parameters of the controlled motor;

e PI controller proportional, integral gain.

As proposed simulator gains complexity in terms of
selected strategy of simulating the propulsion and torque
load on the driveline components, there is an alternative
for reducing the complex nature of it. With the desired
drive cycle, parameters set for the vehicle body and other
physical parameters, calculations can be done to obtain
desired power of the driveline to cover the route of the
drive cycle. Calculated power can be used in current load,
which can replace powerline components, both motors,
inverters and motor controllers. Described change would
bring the simulation to more of an ideal nature than of
the real-world scenario. Additional calculations, forming
an efficiency coefficient (substituting the operational
efficiency of omitted powerline components) forms aid
in composing simulations of the simulator, taking it
closer to the real-life scenario. With the assistance of
calculations from [4, 12] in section 3, simulation is light-

LAS2 (1435 seconds)
Drive Cycle Source1

weight on the computational power and covers only the
most important calculations required to successfully
cover the stated requirements.

Figure 2 represents the block diagram of the
proposed simulator, forming an example, prepared for
building simulations of the simulator. Simulations are
required for validating functionality of the proposed
concept, as it must meet criteria. Necessary calculations
and parameters are described in the next section.

4 Composition and description of simulation
models of the simulator

Simulations of the simulator are done in Simulink,
branch of the Matlab software. Strategy with the two
models was selected, as each model represents different
stage. Based on the initialrequirements, concept with
current load, omitting the powerline components, was
selected. First stage (Figures 3 and 4) aims to gather the
data of vehicle operation by selected drive cycle. Drive
cycle sends reference speed to kinematic calculation
subsystem, forming an output of required force to
accomplish the selected route. The total force from
subsystem, multiplied by reference speed, determines
the total power, consumed and created by vehicle
operation. Additionally, ideal required and recuperated
power from the battery pack and SC bank are calculated,
as are required for the next stage. Described total
power creates baseline for powertrain calculations,
which are done in the second stage of simulations.
Requested power from SC bank is set by “SC limit” block,
which sets points of charging and discharging current
intervals.

The second stage consists of calculations, energy
storage system and a DC-DC converter with a controller
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Figure 3 The first stage of simulation- total force and power calculation
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Figure 4 The first stage of simulation - power of battery and SC calculation

Table 1 Component parameters for DC-DC converter

Parameter Value Unit
C1 1.50E-03 [F]
C2 4.00E-03 [F]
L1 2.00E-03 [L]
L2 2.00E-03 [L]
fswl 5.00E-03 [Hz]
fsw2 5.00E-03 [Hz]
Ts 1.00E-03 [Hz]
Table 2 Baseline parameters for simulation
Model Type Set parameter Unit
Vehicle body Drive cycle LA92 [-]
Vehicle mass 1550 kgl
Aerodynamic drag coef. 0.3422 [N*s/m]
Rolling and driveline drag coef. 3.21 [N*s72/m”"2]
Battery pack Nominal voltage 400 [V]
Rated capacity 30 [Ah]
Initial SoC 75 [%]
Super-cap bank Rated capacitance 5.5 [F]
Equivalent DC series resistance 155 [mOhm]
Rated voltage 260 [V]
Initial voltage 250 [V]

(Figures 5 and 6). Calculations gather data from the
first stage, converting power into an electrical current.
Calculated current is used as a variable for current
load, which is consuming the required current from
ESS or producing back to it, substituting a current load
or production (recuperation) of EMs. Energy storage
system contains battery pack with SC bank, while the
battery pack is connected directly to the DC bus in a HV

operation. The values of the main circuit components are
listed within Table 1, while the baseline parameters for
simulation are given in Table 2.

SC bank uses two-level converter to transform
current levels, based on a requirement from calculations
of the current flow from/to SC bank. The converter
operates with current loop, controlling the amount of
current flow.
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Figure 6 The second stage of simulation - DC-DC converter controller

5 Drive cycle experiments

The first parameter setup for simulation has set the
baseline, to observe the system functionality without any
optimization of parameters. The main points of interest
(POI) are power, current flows and state of charge
(SoC). Power and current flows describe the requested
(calculated) and measured values, allowing throughout
comparison. The SoC values show the current state of
charge for ESS to observe sufficiency of the battery pack
and SC bank capacities. Monitoring the parameters
confirms functionality and correctness of the simulation,
allowing further optimization of parameters if needed.

DC Bus Current Flow
I

Due to the nature of the randomly attributed
input parameters for rated capacitance of SC bank,
discharging limit at 25 A, charging limit at 25 A, the
discharged SC bank is expected even before the major
energy consumption by load during the test.

Measured current flows in Figure 7 describe the
functionality of the ESS, as SC bank delivers required
current in the set intervals, discharged above 25 A and
recharged above 25 A. However, the expected depletion
of charge of the SC has occurred at simulation time 25 s,
pointing out to inadequately set parameters for SC bank.
As the charge of SC has depleted, all the required power
from the SC bank had to be covered by battery pack.
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Figure 7 Measured current flows of DC Bus and ESS from baseline simulation
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This point of switch can be seen in Figure 8, where the
measured current flow of battery pack is different that
calculated/requested current flow of the system. Around
the same time of simulation, 25 s, measured battery
current flow increased and distanced from the calculated
values. Same phenomena can be seen in Figure 9, where
the discharged SC bank could not provide any more

energy to the system. The complete discharge of the SC
bank is confirmed in Figure 10, where the SoC of the
SC bank fell to minimum operational limit under 10 %.

For further examination in the experiment, the
drive cycle stays same - LA92. Changes have been done
in parameters for the SC bank, as rated capacitance is
set to 6.6 F, discharge limit at 30 A and charging limit

Overall Power Flow
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Figure 8 Calculated and measured battery pack power flow from baseline simulation
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Figure 9 Calculated and measured SC bank power flow from baseline simulation
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at 25 A. Altered parameters should bring more stored
energy in SC bank, allowing it for extended operation
and not discharging completely.

Experimental simulation was successfully completed
with an expected outcome as altered parameters of the
SC bank has increased its available stored energy. Figure
11 displays the successful operation of the ESS system,
as SC bank has discharged and charged adequately to
set limits. Figurel3provides insight into operation of the
SC bank, as it was able to cover the required energy by
system, without discharging completely as in baseline

Battery and SC

simulation. This is confirmed in Figurel4, where SoC
of the SC bank stayed above minimum operational
limit of 10 %. Figurel2further evaluates the operation
of ESS, as measured power flow of battery pack closely
followed requested/calculated power flow by the system.
Accuracy of measured parameters following closely
required/calculated parameters determines ability of the
ESS to cover load of the EV drive. Any error or margin
between the described parameters indicate requirement
of further adjustment or optimization of the SC bank or
battery pack parameters.
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Figure 10 Measured battery pack and SC bank SoC of baseline simulation
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Figure 11 Measured current flows of DC Bus and ESS from experimental simulation

COMMUNICATIONS 1/2026

VOLUME 28



PROPOSAL FOR THE ELECTRIC VEHICLE DRIVE SIMULATOR CONFIGURATION -

C31

CASE STUDY...

Overall Power Flow

&5 ' ' [—— Calc Power Fiow kW]
X P, n
2
(9]
a
-50 U
| | |
Battery Management - Measured and Calculated Power Flow
60 Meas Battery Power [kW] ||
Calc Battery Power [kW]
S 40 -
2 v " A A ST
: F, N TTIVIIAWWTU ] WY
o 0P\
o
-20 =)
40
850 860 870 880 890 900 910 920 930 940 950
Offset=0 Time (seconds)
Figure 12 Calculated and measured battery pack power flow from experimental simulation
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Figure 13 Calculated and measured SC bank power flow from experimental simulation
6 Results of simulations provided operational data required for
the second stage of simulations, where required and
Baseline simulations confirmed correctly calculated parameters stated operation of the system.

The second stage of simulator has provided baseline
data, in form of figures describing current, power flows

functioning simulated model of the EV drive simulator.
By utilizing input data from Table 2, the first stage
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Figure 14 Measured battery pack and SC bank SoC from the experimental simulation

in the system and SoC values from ESS. Baseline input
parameters resulted in SC bank not holding enough
energy for covering extensive power load by system
for long time period. Discharging limit of the SC bank
has allowed it to discharge sooner than was needed,
resulting in quick discharging. Low capacitance of SC
bank also could not contain enough energy for extended
period of it’s operation.

Continuing with experimental simulations,
where altered parameters of the SC bank have been
used, resulted in operation of simulator meeting the
requirements, where the SC bank was able to cover
required energy. The SC bank provided enough power for
the entire investigated spectrum, while having fraction
of energy as a reserve. Experimental simulations
confirmed correctness of the system’s operation and
expected results.

However, glitches have occurred during simulations,
creating margins, where improvements are required. In
Figure 12 occurred several spikes of current flow from
and to battery pack, pointing to a potential error in
the DC-DC converter controller, lowering operational
efficiency of the system. The same can be seen in Figure
8, where one spike in current flow can be seen before the
end of simulation.

7 Conclusion

Research in the field of the state-of-the-art electric
vehicle (EV)powerline simulators displayed promising
solutions, already utilized at the research and
development (R&D) centers and universities. Advanced
powerline simulator models, with setup consisting of
multiple electrical motors and dSPACE controller, are
used for the R&D of the most modern and advanced

motor control methods. While described simulator model
helps with extensive research of motor control methods,
its setup can be adjusted and used in alternative
experiments. As this research suggested, simulator of
the electrical vehicle drive based on drive cycle would
bring an experimental setup, suited to test and verify
the prototyped EV drive by subjecting the drive to
various drive cycle scenarios. Experimental setup was
described by specifications, sourced from the initial
research and delivered suitable prototype model. To
verify the functionality of the simulator before building
the physical model, simulations were preferred as a
verification method.

Simulation setup was built from the two stages,
data, confirming successful
implementation of the simulator into simulations, while

delivered baseline

being controlled by reference speed of the selected
drive cycle. The first stage created timeline data of the
requested electrical power from driveline. Requested
power needs to be covered by battery pack and super-
capacitor (SC) bank. The second stage used generated
data to simulate the load/generation of the calculated
current and operation of the energy storage system
(ESS). For simulations, baseline simulation was done
with inadequate capacity of the SC bank and low
discharging limit.

The baseline simulation resulted in an SC bank not
holding enough charge to cover extensive load caused by
the EV drive. Situation projected state, where the SC
bank could not deliver any more power to the system and
battery pack had to cover the remaining required charge
from the SC bank. Increasing and optimizing rated
capacitance of the SC bank would recover the system
from being subjected to described state, which has
been utilized in experimental simulation. Experimental
simulation resulted in successful operation of EV drive,
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where the SC bank was able to cover extensive power
requirements, without discharging to operational
limit.

Proposed simulations can simulate the EV driveline
with a modest and simplified approach. Vehicle body
parameters, drive cycle and component parameters can
be adjusted according to the requirements, to verify
the prototyped vehicle setup, while being operated by
reference speed of the selected drive cycle. Simulations
generate data of calculated and measured voltage,
current and power flows occurring in the EV system
during the experiment. User can adjust parameters
according to the generated data, as the data confirms
the determined requirements stated by user.

Described experimental setup contains unexplained
problems of oscillating and spiking current flow during
various segments. With omitted powertrain components
such as inverters, electrical machines and drive
controllers, the simulation is close to an ideal scenario,
since the losses from the components are not calculated
and included. Before building the physical model of a
simulator, simulation must be supplemented by missing
components and the necessary calculations for control
method of motors must be designed. Due to more of an

References

ideal scenario nature of described simulations, they are
valid only to a certain point, as they cannot be compared
to the real-life scenarios.

For future research with proposed simulations
and experiments, there is an important question left
to answer, since it was not in merit of this research.
How does the proposed HESS configuration affect the
performance efficiency of the EV drive, compared to
conventional battery-only system?
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Resume

The introduction of bus lanes on streets may not be feasible from the
standpoint of reducing the overall time loss for road users. The goal of this
study was to develop a method for checking the effectiveness of bus lane
implementation. Using simulation experiments, conducted in PTV VISSIM,
for a different number of traffic lanes, the speeds of buses and vehicles
were determined both when buses are moving in the general flow and after
the introduction of a bus lane, at different values of flow intensity and bus
frequency. Regression equations, describing the dependence of speed on
the traffic flow intensity and frequency of buses for different numbers of
traffic lanes, are formulated. A mathematical model has been developed
to calculate and compare the time losses of road users before and after the
introduction of a bus lane, based on determining the average speed of traffic
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1 Introduction

In cities, comprehensive provision of mobility is
envisaged, which is the most appropriate. The measures
taken in this direction influence each other and are
interdependent. Bicycle trips and walking are effective
for certain short distances. Therefore, one of the main
measures, aimed at increasing mobility for longer trips
in cities, is to stimulate the use of public transport
with an increase in the quality of services provided.
The main indicators of the quality of service in public
transport are considered to be travel time, travel comfort
and traffic safety. To improve the quality of travel
on public transport, it is first necessary to consider
organizational solutions, such as events for reducing
the travel time. One of the main ways to achieve this
goal on congested streets is to create lanes for buses.
Lanes organized for buses can be used in different
ways depending on the conditions and needs. For
example, there is experience in using bus lanes that
allow only buses to travel, serve only buses at certain
hours of the day, allow the general use of buses, taxis,
bicycles and allow the movement of other vehicles. The
following main methods for creating the bus lanes are
distinguished [1]:

*  Exclusive (dedicated permanently) - only for buses,
all day.

e Part-time (temporary) - valid only during rush
hours.

¢ High-occupancy vehicle lanes (HOV) - for buses and
cars with > 2-3 passengers.

*  Queue jump lanes - short sections with priority at
intersections.

Fast passenger travel by buses should not lead to a
significant increase in the time lost by private vehicle
owners. Like other mobility solutions, the creation of bus
lanes should be carried out on the condition that they do
not create additional problems in accordance with the
traffic patterns on city streets. For example, bus lanes
lead to a narrowing of the area of use for other vehicles.
The introduction of bus lanes can be more effective
in combination with various other solutions. For this
reason, it is especially important to evaluate the way
they are used and their effectiveness before creating bus
lanes. It is advisable to use the time lost by road users
for comparison. Thus, the main criterion for choosing
a specific type of bus lane is the minimum number of
traffic participants.

The proportion of private car users in different cities
may differ. This may be due to local conditions, mental
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characteristics and other factors. With the expansion of
the bus network, a certain number of private car owners
may prefer public transport.

The aim of this article was to develop a method
for checking the effectiveness of the implementation
of dedicated lanes for public transport on streets with
different numbers of lanes based on the total time lost
by road users under given conditions. The criterion
for selecting a lane type in mixed-use corridors, or
those with spatial restrictions, is the simulated time
loss. Both passenger and vehicle throughput are taken
into account. Due to statistical indicators and road
conditions, solving this problem on a real street network
is an extremely labor-intensive and lengthy process.
Therefore, it is proposed to implement an operational
solution to the problem by processing the results of a
simulation experiment. Modern simulation tools make
it possible to accurately account for dynamic changes
in the behavior of road users, including after the
introduction of bus lanes. The PTV VISSIM, used for
scenario modelling, allows for the modelling of vehicle
behavior on different traffic lanes and the generation of
lost time data for each mode of transport. The results of
the simulation experiments are based on data on traffic
flow speed and bus speed, allowing for dynamic changes
in traffic flow due to changes in flow intensity and bus
frequency. Based on flow intensity and bus arrival
frequency for given conditions on a given road section,
the speed and lost time are estimated.

2 Literature review

In the research of Cesme et al. (2018) is noted that
the introduction of bus lanes should have sufficient
public support and the traffic rules on the lanes should
be strictly enforced. The work, based on the experience
of implementing the bus lanes, proposes a reliable traffic
management plan for bus lanes and presents a strategic
plan [2].

Since the cars and buses are the main means of
transportation in most major cities, more and more
attention has been paid to the distribution of road space
between them. Giving priority to buses, i.e., creating the
bus lanes, is considered a generally accepted method for
relieving traffic congestion. However, when implementing
the bus lanes, previously studied strategies in this
direction should be carefully examined. Dadashzadeh
and Ergun (2018) summarized the studies conducted for
this purpose, determined the minimum requirements for
a bus priority system, and divided the studies devoted
to the advantages and disadvantages of a bus priority
system in terms of time and space [3].

Russo et al. (2022) also noted that bus transport
is the main mode of transport in most cities, but it
is a subject to delays due to the impact of general
traffic. A study conducted in Rome, Italy, found that
the introduction of bus lanes reduced the overall travel

time of buses by approximately 18%. The authors noted
that the number of bus lanes in the city is small [4]. In
another study, conducted in Thessaloniki, Greece, was
examined the feasibility of introducing a bus lane on an
one-way road connecting the city centre to the outskirts
with a low bus frequency on a real city route [5]. The
measurements showed that the introduced bus lane was
fully justified, reducing the time buses spent on the road
and ensuring a smooth bus flow. The researchers noted
the importance of enforcing parking and other traffic
regulations when introducing bus lanes.

Bayrak and Guler (2021) noted that, although
the use of bus lanes is generally considered the best
strategy to improve bus performance, it can lead to
significant bottlenecks and queues for other vehicles
[6]. They proposed a two-level optimization algorithm
aimed at reducing the overall time loss of all users
when introducing bus lanes. The results show that the
introduction of bus lanes can lead to a reduction in the
overall time loss only in certain strategic locations.

When buses move in the general traffic flow, their
reliability becomes dependent on the general flow.
However, sometimes it is impossible to create bus
lanes due to lack of space on the roads or restrictions
on the traffic flow or its excessive impact on the flow.
As an alternative solution, the authors proposed the
introduction of dynamic bus lanes, which are reserved
for buses only when necessary [7]. For this purpose,
a simulation model of traffic management was built
and calibrated using an urban highway with several
bus lanes based on real indicators. In this paper, the
variants with introducing dynamic lanes, the variants
with buses moving in the general flow, and the variant
with introducing exclusive bus lanes were compared.
The results show that despite the positive effect of
introducing dynamic lanes, the time passengers spend
on the road increases slightly. At the low bus traffic
intensity, the lanes remain unused for a long time. The
dynamic use of bus lanes is a new strategic approach and
allows the use of lanes in the absence of buses. Othman
et al. (2023) noted that the implementation of dynamic
bus lanes is promising, but its effectiveness needs to be
tested under different traffic conditions [8]. To do this,
they compared the impact of implementing dynamic bus
lanes with the impact of implementing conventional
exclusive bus lanes under different demand levels. To
do this, they modelled the Eglinton East corridor in
Toronto using Aimsun Next and considered different
behavior patterns. It was found that the dedicated bus
lane is more effective at high bus density and high traffic
flow rates. Li et al. (2025) also proposed to improve the
efficiency of bus lane usage by implementing a dynamic
lane usage strategy [9]. The dynamic time and space
priority strategy uses infrastructure and vehicle status
information to determine the available time and space
resources in the bus lane. Based on these resources, a
usage optimization model is developed for the vehicles
that would use the bus lane.
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Xue et al. (2025) analyzed various factors of bus
lane sharing. After analyzing the impact of bus lane
sharing strategy on commuters’ sharing decisions and
traffic flow pattern, the authors constructed a bus lane
performance evaluation model using the TOPSIS method
[10]. Zhang et al. also investigated the performance of
multi-functional bus lanes and found that the proposed
strategy improves the intensity balance, reduces delays
by 80.56% and stops by 89.35% when CAV demand
increases [11].

The use of bus lanes by cars under certain conditions
may be appropriate to ensure the efficient use of bus
lanes when the car demand is high and bus demand is
low. To ensure the balance, Yin et al. (2024) propose a
bus lane usage rule for private cars by modeling based
on the speed of the adjacent lane [12]. The measured
results show that the travel time is significantly reduced
as a result of cars using bus lanes.

Kong et al. (2024) proposed a management strategy
for intermittent bus lanes to optimize the use of road
resources in small and medium-sized cities [13]. In this
paper, a methodology was developed to determine the
feasibility of implementing intermittent bus lane signs
based on factors such as road congestion, vehicle traffic
volume, and bus traffic volume.

Qiao et al. (2024) proposed a comprehensive
evaluation method using a bus lane implementation
priority index based on vehicle traffic volume data
collected from multiple sources. A classification table
of the importance of implementing bus lanes was
constructed, and a corresponding range was determined
for each level. In this way, bus lanes corresponding to a
specific index were divided into excellent, good, average,
neutral, and poor classes [14].

In the work of Tsitsokas et al. (2021), the optimal
allocation of bus lanes was studied [15]. A model structure
was proposed according to the dynamic characteristics of
the density distribution. The problem was considered as
a non-combinatorial optimization problem with binomial
variables. In another work devoted to the design of
bus lane infrastructure, an optimization model was
developed taking into account the number of road users
and the size of streets and tested in Beijing [16].

Meliti and Kadar (2011) investigated the impact of
dedicated bus lanes on ridership and travel time loss
[17]. The difference between the average travel time
of cars and buses during the off-peak and peak hours
on weekdays and weekends was determined. For this,
the Student’s t-test was used. It was found that the
ridership of buses is generally low, and the impact of
introducing dedicated lanes on ridership is very weak.
Research conducted in Kuala Lumpur has shown that
the time lost by buses travelling in a dedicated lane is
greater than the time lost by vehicles travelling in the
general flow of traffic in the adjacent lane.

Fadyushin and Zakharov (2020) studied the time
losses of buses and other vehicles in the bus stop
zone using field studies, microsimulation experiments

and mathematical models, found that improving the
parameters of bus lanes does not lead to a significant
increase in the speed of buses, but has a negative impact
on the travel parameters of other vehicles [18].

The introduction of bus lanes can also cause certain
problems at intersections. Zhang (2023), analyzing the
evaluation indicators of a discontinuous bus lane, showed
that when the traffic intensity is a certain percentage of
the throughput, the speed of vehicles increases, but the
time losses of buses increase, as well [19].

De Oliveira et al. (2024) analyzed the change in
the speed of other vehicles as a result of the creation
of bus lanes in the city of Sao Paulo in 2020-2025 and
concluded that this change varies depending on the area
of the city and the mode of operation of the bus lane
(fully separated and temporarily separated) [20]. There
is also a study examining the impact of the creation of
lanes reserved for public transport on the speed of buses
[21].

Arasan et al. (2009) proposed to determine the ratio
of vehicle traffic intensity to road capacity to assess
the restriction of the traffic conditions of other vehicles
as a result of creation of the bus lanes. It is noted that
the introduction of bus lanes on some streets, while
improving the quality of service for passengers, does
not have a negative impact on the movement of other
vehicles. In the research defined the initial conditions
for the introduction of bus lanes [22].

There are many studies devoted to simulation
experiments of the organization of bus lanes. Szarata
(2021) tested the implementation of bus lanes on 4
road sections in the city of Rzeszow, Poland, using PTV
VISSIM. The simulation experiment was conducted for
3 cases (no bus lane, dedicated lane, dynamic lane).
The final evaluation was made on the average time loss
for all vehicles. The author found out from the tests
that the time spent by vehicles on the road does not
increase significantly as a result of the implementation
of dynamic bus lanes [23]. Tran et al. (2013) conducted
a comparative analysis of 3 popular bus lanes using
simulation experiments using a model created in the
PARAMICS program based on the assumed input
parameters. The experimental values were used in the
tests for exclusive bus lanes, regular lanes and lanes
with bus priority. The time-saving value that can be
achieved by implementing the bus lanes on a 500-meter-
long street section was determined [24]. Hawas (2013)
proposed a method for estimating bus route travel times
using microsimulation [25]. The parameters used are
the route length, network traffic volume, specified speed
limit, bus frequency, and number of passenger boardings
and alightings. The regression model proposed for
forecasting was calibrated taking into account the time
lost on the route and in transit. The reliability of the
calibrated regression model was demonstrated.

In the work of Liu et al. (2020), the joint use of
bus lanes by automated vehicles was simulated using
intelligent control systems. It was found that, as a result
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of proper organization of control taking into account the
operating modes of buses on the route, it is possible to
significantly increase the speed of buses and automated
vehicles [26].

As can be seen from the results of the research,
the effectiveness of the introduction of bus lanes
significantly depends on the conditions of their use and
the importance of justifying that use by taking into
account the change in the main parameters under the
given conditions is great. The effectiveness of bus lane
implementation can be assessed using time loss, which
is a universal performance indicator that takes into
account delays in lanes, stops, transfers, etc.

Systematic aproach to using bus lanes usually
prevents overall time losses. However, if negative impacts
are observed with bus lane use, it’s possible to test the
effectiveness of dynamic lanes, consider reconfiguring
the network, determine time losses across all streets,
and model the network using macromodeling tools.

3 Methodology

In the article is developed a methodology for
assessing the effectiveness of introducing bus lanes
based on the total time losses of road users under given
conditions (speed limit, lane width, length of a street
section) in various values of vehicle traffic intensity, bus
arrival frequency, and the number of bus passengers
transported along a given section for different numbers
of street lanes. To assess the speed of buses and vehicles
when buses move in the general flow and along a bus
lane, numerous simulation experiments were conducted
on a street with 2, 3, 4, and 5 traffic lanes using
a micromodel created in the PTV VISSIM program.
The constructed in PTV VISSIM model was used the
Weidemann 99 psychophysiological model of following
the leader (car-following model), built in by default,
which simulates, in a microscopic format, the behavior
of a driver when driving behind another car. It takes
into account the personal characteristics of the driver

(aggressiveness, attentiveness), the distance between
cars, the reaction to the deceleration/acceleration of the
leader, the relative speed.

During the simulation experiments, the speeds of
buses and other vehicles were determined before and
after the introduction of a bus lane. First, regression
equations were obtained for the dependence of the speed
on the intensity of vehicle traffic and the frequency
of bus traffic when buses move in the general flow
on a street with 2, 3, 4 and 5 traffic lanes. Then,
the regression dependencies of the flow speed on the
intensity of the traffic flow, as well as the dependence of
the speed of buses on the frequency of bus arrivals after
the introduction of the bus lane were determined.

Based on the speed value, determined using the
regression dependencies, a method for determining the
total time losses of road users on roads with different
numbers of traffic lanes (2, 3, 4 and 5) is proposed. The
condition for the effectiveness of introducing a bus lane
for considered period (hour) based on the values of time
losses is adopted. The proposed method was tested on a
two-lane road based on the values of traffic flow intensity,
the number of bus passengers and the frequency of bus
arrivals taken from real road conditions.

The proposed model does not impose restrictions
on use for city streets with more than five lanes. The
consideration of the effectiveness of using bus lanes on
streets with a maximum of 5 lanes is related to local
road conditions (specifically for the city of Baku).

4 Requirements for the implementation of bus
lanes on city streets

According to various methodologies, bus lanes are
introduced primarily when the hourly frequency of
buses is more than 30 bus/h and the traffic intensity is
more than 1000-1200 veh/h. In addition, it is considered
appropriate to use the bus lanes when the speed is
less than 15 km/h. Lane allocation should prioritize
buses, even if private vehicles predominate, as long as

Table 1 Recommended solutions for organizing the bus lanes taking into account the frequency of bus arrivals and the

number of passengers

Minimum one-way peak-hour

Treatment volume Related land use and transportation factors
bus passanger
Bus streets or malls 80-100 3200-4000 Commercially oriented frontage
CBD curb bus lanes, main 50-80 2000-3200 Commercially oriented frontage
streets
Curb bus lanes, normal flow 30-40 1200-1600 At least 2 lanes available for other traffic in same direction
Merdian bus lanes 60-90 9400-3600 At.lgast 2 lanes avallable for other trafﬁc in same direction;
ability to separate vehicular turn conflicts from buses
Contraflow bus lanes, short Allow buses to proceed on normal route, turn around or
20-30 800-1200 - .

segments bypass comgestion on bridge aproach
Contraflow bus lanes, 40-60 1600-2400 At least 2 lanes available for other traffic in opposite

extended

direction/ Signal spacing greater than 150 m intervals
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e City bus network
Bus lanes
®  Metro stations

Figure 1 Streets with dedicated bus lanes in the Baku city bus route network

Table 2 Number of bus lanes and number of routes passing through some streets in Baku

Streets where bus lanes are used

Forward direction

Reverse direction

Total number of Number of = Number of Total Number of  Number of
lanes bus lanes bus routes number of  bus lanes bus routes
lanes
Gara Garayev ave. 3 1 27 3 1 26
Y.Safarov street 5 1 11 6 1 11
28 May street 4 1 10 0 0
A .M. Sharifzade street 4 1 8 4 0
Khoyski street 3 1 12 3 1 11
Thilisi ave. 3 1 7 4 1 7
Moskow ave. 2 1 17 2 1 19
Sh.Badalbayli street 5 1 9 0 0
Rovshan Jafarov street 2 1 12 2 1

efficiency criteria are met. Priority to buses is justified
if the bus ridership is higher than that of private cars
(even if there are fewer cars). Furthermore, the city’s
goal is to optimize the transportation of people, not cars.
The recommended solutions for the use of bus lanes
depending on the frequency of buses and the number
of passengers, presented in the TRB TCQSM report [1],
are shown in Table 1.

As can be seen from Table 1, the creation of bus
lanes is recommended in heavy traffic conditions, when
the frequency of bus arrivals is 11-20 buses per hour
and the flow intensity is 800-1500 vehicles per hour.
Observations conducted on the Baku bus route network
show that on many streets the frequency of bus arrivals
often exceeds 80 vehicles per hour and the flow intensity
is over 800 vehicles per hour, not only during the peak
hours but also at normal times. Figure 1 shows the

streets where the bus lanes have been created in Baku.
The total number of traffic lanes on streets with bus
lanes in Baku by direction is given in Table 2.

The flow indicators can vary over short periods, such
as 10-15 minutes. However, obtaining data over a longer
period, such as an hour, can improve reliability. For
these experiments, the data from hourly measurements
of traffic flow and bus speeds under real-world conditions
were used, reflecting dynamic changes in traffic
flow as bus intensity and frequency change. Taking
measurements during the peak and off-peak hours and
incorporating these indicators also improves reliability
and ensures that dynamic variability is accounted for.

Table 2 shows the values of the number of lanes and
the number of bus routes passing along some streets in
the forward and reverse directions.

The road capacity for general traffic on the streets
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shown in Table 2 varies from 1,800 vehicles per hour
to 6,400 vehicles per hour, depending on the number
of lanes and traffic organization. Bus lanes are located
on the right and are demarcated from the general
traffic flow by a solid line. Parking near the sidewalk is
prohibited.

Over the past 10-15 years, the traffic density in
cities has increased as a result of a sharp increase in
the number of private car owners, and serious traffic
jams have begun to be observed in all the cities with a
population of over 1 million people. Observations show
that on all the streets where the bus lanes are created,
traffic jams occur during the peak hours, and the speed
of the traffic flow decreases. To prevent conflicts with
other traffic participants, when allocating lanes for
buses on narrow city streets, a solution can be time-
based lanes, shared or alternating lanes, the use of
reverse traffic, priority of buses at traffic lights, point
allocation of lanes, creating space for the lane. It is
advisable to check the effectiveness of creation of bus
lanes based on the total time losses of all the road users.
A test based on the total time lost by all the road users,
when creating bus lanes, initially requires determining
the speeds of buses and vehicles on streets with different
number of lanes for given conditions.

5 Assessment of the impact of vehicle traffic
intensity and bus arrival frequency on flow
speed

The following relationship exists between the main
parameters of the transport flow [27]:

N = kv, (1)

where:

N is the traffic flow intensity, veh/hour;
k is the traffic flow density, veh/km,

v is the average flow speed, km/h.

As can be seen from the formula, there is a
mathematical relationship between the speed of
movement and the intensity of vehicles. Traffic density
can change under the influence of various factors. At
the same time, the speed of the flow can be affected
by the composition of flow, the width of the lanes,
permitted maneuvers, methods of traffic control and
other factors. In addition, when introducing, the bus
lanes, the number of lanes used by the general traffic
flow decreases, the density of vehicles increases, and
the speed of the traffic flow decreases. Therefore, when
creating the bus lanes on each section of the street and
on the street as a whole, the effect of the frequency of
bus arrivals and the intensity of the traffic flow on the
speed of movement should be studied, based on the
actual values of the indicators.

As already mentioned, based on the classical
approach, the conditions for the use of bus lanes are

determined by certain maximum values of traffic speed,
bus arrival frequency and traffic flow intensity. Even if all
these conditions were met, in real conditions, problems,
such as an increase in the overall time loss of road
users, may arise when using the bus lanes. A dedicated
lane reduces overall delay time if the lane is used by
many buses and passengers. A dedicated lane shifts
delays if buses arrive infrequently, the capacity of the
remaining lanes is not taken into account, and there are
no alternative routes for passenger vehicles. Therefore,
it is important to test the situation that will arise when
using the bus lanes under the given conditions using
simulation modelling. The TRB TCQSM report also
notes that before making a decision on allocating lanes
for the bus traffic, it is advisable to conduct simulation
experiments based on parameters corresponding to
current road conditions [1]. Such programs as SUMO,
Aimsun, PARAMICS [28-30] are used to simulate traffic
on streets and roads. In the models created to test the
effectiveness of bus lanes on a street section using PTV
VISSIM, it is possible to take into account the values of
the quantities (number and size of lanes, speed limit,
bus arrival frequency, traffic intensity of vehicles, etc.).

In the simulation model, created in PTV VISSIM
to analyze the speed of buses and other vehicles in the
flow, before and after the introduction of a special lane
for buses, the lane width was taken to be 3.5 meters,
and the permitted speed was taken to be 50 km/h
in accordance with real traffic conditions based on
observations made on the streets of Baku. The situation
that may arise when introducing the bus lanes was
simulated by entering the obtained traffic parameters
and behavior models of vehicles and buses. The length of
the measured street section was taken to be 800 meters.
Measurements were carried out when the bus arrival
frequency changed from 80 to 240 buses per hour, and
the traffic intensity of the flow from 800 to 2400 vehicles
per hour. Figure 2 shows the exemplary images of the
resulting situation as a result of simulation tests, when
buses move in the general flow and through a bus lane
on a 3-lane road.

Based on the results of simulation tests of a bus
traffic in the general flow and on the bus lane, the
obtained values of the indicators were processed. As a
result of numerous measurements carried out using the
created micromodel, it was found that the frequency
of bus traffic and the hourly traffic intensity of other
vehicles, when moving in the general flow on a street
with a different number of traffic lanes, are completely
independent of each other. Thus, there is no correlation
between the frequency of bus traffic and the traffic
intensity of the flow. Therefore, it is possible to consider
the regression dependence of the influence of these
parameters on the speed of movement. The correlation
coefficients of the dependence of the traffic flow speed
on the intensity of vehicles and the frequency of bus
arrivals when buses move in the general flow are given
in Table 3, for different numbers of traffic lanes.
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Buses move through bus lane in a street with 3 lanes

Figure 2 3D visualization example of the model before and after the introduction
of bus lanes in PTV VISSIM for a 3-lane road

Table 3 Correlation coefficients of the dependence of the speed of movement in the general flow on the intensity of

movement and the frequency of arrival of buses

Number of lanes

Correlation coefficients of the dependence of the speed of movement in the general flow on:

Bus arrival frequency

Intencity of vehicles

-0.32049738
-0.1824384
-0.14571551
-0.27796198

(S VI V)

-0.805978864
-0.793671492
-0.741598638
-0.647205939

Table 4 Parameters of the dependence of the speed of movement on the frequency of bus arrivals and the intensity of car
traffic on 2, 3, 4 and 5 lane roads when buses move in the general flow

Lanes R? Coefficients izaﬁ?;g t-statistics P-value Significance F

Y intersection 64.391605 1.274799 50.51118 2.39-10%

2 0.752 Veh. intensity -0.003124 0.000549 -5.68757 2.15-107 2.3-10*
Bus arrival freq. -0.078561 0.005493 -14.3030 1.66-10%
Y intersection 62.93425 1.296197 48.55301 4.75.10%

3 0.663 Veh. intensity -0.00155 0.000559 -2.77636 0.006897 3.69-10%
Bus arrival freq. -0.06746 0.005585 -12.0785 1.53-10%
Y intersection 61.0832 1.295880 47.13647 4.44.10°

4 0.613 Veh. intensity -0.00110 0.000558 -1.96529 0.005294 4.55-10%
Bus arrival freq. -0.055846 0.005584 -10.0021 1.25-10°15
Y intersection 59.23299 0.994523 59.55918 8.64-10%7

5 0.576 Veh. intensity -0.001482 0.000428 -3.45842 0.00088 2.46-10"
Bus arrival freq. -0.034506 0.004285 -8.05256 7.44.10°%

Table 4 shows the parameters of the regression
dependence of the speed on the frequency of bus arrivals
and the intensity of vehicle traffic when buses move in
the general flow on 2, 3, 4 and 5 lane roads.

As can be seen from Table 4, with an increase in the
number of traffic lanes, the influence of the frequency of
bus arrivals and the intensity of vehicles on the speed
of movement decrease. Analysis of the parameters of
movement of vehicles passing through the bus stop
zone, carried out using the simulation experiments, also
shows that with an increase in the number of lanes, the
impact of bus maneuvers at the stop on the loss of flow
time decreases sharply [31].

According to Table 4, the regression equation,
describing the dependence of the speed of movement of
vehicles in the general flow on the intensity of movement
of vehicles and the frequency of arrival of buses on a
street with a two-lane road, will have the following form:

Vsiow = 64.39 — 0.003Noer, — 0.079 Npuss (2)

where:
N, is intensity of vehicles, veh/h;
N, . is frequency of bus arrivals, bus/h.
Since in this case only the buses use the bus lane,
the speed in this case is affected by the frequency of bus
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arrivals. Furthermore, the obtained R? value shows that
the speed of buses in the dedicated lane is fairly well
described by the proposed model.

Based on the values from Table 4, it is possible to
similarly create the regression equations describing the
dependence of the speed of movement of vehicles in the
general flow on the frequency of arrival of buses and the
intensity of movement of other vehicles for a street with
3, 4 and 5 traffic lanes.

As a result of creating a dedicated lane for buses,
the number of lanes used by the general flow will
decrease. For instance, when creating a dedicated lane
on a two-lane road, one lane will remain for vehicle
traffic and the speed of movement will depend only on
the intensity of vehicle traffic.

During the simulation experiment it was found
that when the buses move along a dedicated lane, for an
increase in the frequency of movement from 80 to 240
bus/h the speed of buses decreases from 53.8 km/h to
36.7 km/h. The speed of buses along the dedicated lane
does not decrease significantly until the frequency of
arrival of buses reaches 180 bus/h, but then decreases
sharply.

Based on the results of statistical analysis, the
dependence of the speed of buses on the dedicated lane
on the frequency of buses will be determined by the
regression equation:

Vsus = — 0.0018 V545 + 0.3058 Nyus + 37.066,

. 3
R* = 0.9139 ®

When the bus lanes are introduced, the traffic
flow speed may decrease due to increased density. The
frequency of bus arrivals in this case does not affect the
average flow speed.

After the introduction of a bus lane, the impact
of traffic volume on the speed of the remaining lanes
must also be considered. Table 5 shows the regression
equations describing the dependence of traffic speed on
vehicle intensity for different numbers of traffic lanes.
The regression equations in the Table 5 account for the
dependence of traffic speed on the traffic volume after
the bus lane is used (after reducing the number of lanes
by one unit).

As can be seen from Table 5, it is possible, with
sufficient accuracy to describe, the dependence of speed

on the traffic intensity of vehicles on 2, 3, 4 and
5-lane roads after the implementation of a bus lane.
With an increase in the number of lanes, vehicle time
loss decreases comparatively. Furthermore, as can be
seen from the values of the constant terms in the
regression equations, the impact of traffic volume on
speed decreases.

6 Checking the effectiveness of bus lane
implementation due to lost time

The key performance indicators for public transport
passengers using a bus lane include a reduction
in average travel time, average delays on the lane,
increased bus speeds, and an increase in the proportion
of passengers served on time. For the entire transport
system, these include the total time lost by all the
users and the lane’s throughput capacity for people
and vehicles. The total time lost can be quantified by
calculating the difference in travel time compared to
the baseline scenario (without the lane). This takes into
account the number of vehicles and passengers by mode,
as well as the change in travel time.

Using the time lost as the sole criterion ignores
effects such as reduced emissions, increased public
transport reliability, and safety. However, it is clear that
the creation of a bus lane improves safety by reducing
conflicts between vehicles and increases reliability by
increasing delivery speed. Furthermore, by regulating
and coordinating the operation of buses operating on
different routes, the dedicated lane can significantly
reduce passenger time lost [32].

Using the obtained dependencies, the efficiency
of introducing a bus lane is evaluated based on a
comparison of the time losses of vehicles and bus
passengers during the period under consideration. A bus
lane will be efficient if the total time losses of vehicles
and passengers before introducing the bus lane are
greater than the total time losses after introducing the
bus lane:

S Tswt > Y, Thant - 4)

The time losses of all the vehicles and passengers
before introducing the bus lane, during the period under
consideration, are determined as follows:

Table 5 Description of the dependence of the speed of movement of vehicles on the traffic intensity corresponding to

different numbers of lanes after the introduction of bus lanes

Nuf:ig;d of Regression equations R
2 Voen = — 3+ 10 Ny, + 0.0069 Nyer + 48.143 R® = 0.9648
Voo = — 2+ 1077 Nog + 0.002N,0, + 52.362 R* = 0.9643
4 Ve = 9+ 107 Nogyp + 0.0002 N, + 52.648 R? = 0.9152
5 Ve = 3+ 107" Nie + 0.0015 N, + 54.108 R? = 0.973
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Z Towe = M (5)

U flow ’

where:

l is length of the section under consideration, km;

Nyussis @ number of passengers passing through the
section under consideration in one hour.

The value N, canbe defined as Npuss = Nous * Dius,
where D, is the average number of passengers carried
on one bus. It is also possible to obtain accurate
information on the number of passengers carried per
hour from the transport companies or directly from
buses by direct observation.

The total time losses of all the road users after the
creation of a bus lane are determined as:

D Tiat = Y, Toware + Y, Toteant (6)

where:

> Towan is  total passangers loss time
implementation of bus lane, hour;

> Towan total vehicless loss time after implementation
of bus lane, hour.

l]V/)ass

after

> Thiran = Vous.abl "
Z Toitant = % v

Thus, the implementation of a bus lane on the road
is advisable when the time loss values, calculated using
Equations (5) and (6), satisfy the condition in Equation
(4). If this condition was met throughout the day (for all
hours of operation of buses), then the use of an exclusive
bus line is required. Otherwise, the effectiveness of
implementation other types of bus lanes should be
checked.

7 Discussion

Now is checked the expediency of implementation
a bus lane for a given section of a two-lane road for
considered period (hour). According to Equations (2)
and (5), the total time loss of all the road users, on a
given section of a two-lane road before the bus lane
implementation, is determined as:

B U(Npass + Noen)
2. Tt = G139 = 0.003N — 0.070N;s: @

According to Equations (3) and (7), the time loss of
passengers on a given section of a two-lane road, after
the bus lane implementation, is determined as:

Z Tplt.abz - IN

—0.0013Nz,s + 0.3058 Nyus + 37.066 (10)

According to data in Table 5 and Equation (8) the
time loss of vehicle users on a given section of a two-lane

road, after the bus lane implementation, is determined
as:

Z Tottanr = [Nee

—3+10 Ny + 0.0069 N, + 48.143

.(11)

Thus, the total time losses of all the road users after
the creation of a bus lane will be:

Z Titan =

+

vaasx +
—0.0013 N2y + 0.3058 Nows + 37.066
vaeh
— 310 °N%, + 0.0069Nyer + 48.143 "

(12)

For example, let the number of passengers
transported by buses on a given section of a two-lane
road be 2000 pass/h, the intensity of vehicle traffic - 1800
veh/h, the frequency of buses - 90 buses per hour, then,
based on Equations (9) and (12), one obtains:
> T = 58.6 15 D Tart = 57.909 .. (13)

In this case, the traffic density according to the
obtained speed values and according to Equation (1),
before using the dedicated lane for one traffic lane will
be k = 26veh/km , and after using the dedicated lane
for one traffic lane of the general flow k& = 35veh/km .

If the condition in Equation (4) was satisfied for
the case under consideration, during all the periods of
the day, the use of an exclusive bus lane is appropriate.
If the condition in Equation (4), was not satisfied, it is
then logical to conduct a check for each hour separately
and determine the appropriateness of introducing a
specific type of bus lane. Since the off-peak hours reduce
the traffic density and the flow becomes free, it does not
particularly affect delays for buses moving in the flow.
More precisely, it is possible, for example, to determine
hours, which allow the movement of other vehicles on
the bus lane during these hours (temporary bus lane).
For comparison to the last example, if the number of
passengers transported by buses on a given section of a
two-lane road was 1350 pass/h, the intensity of vehicle
traffic - 1200 veh/h, and the frequency of buses - 60 buses
per hour, based on Equations (9) and (12) one gets:
S Tuwwe = 36.4 13 > Tua = 39.7 1. (14)

In this case the traffic density before the
application of a dedicated lane for one traffic lane
would be k = 12veh/km , and after the application of
a dedicated lane for one traffic lane of the general flow
k= 22veh/km .

Similarly, the effectiveness of introducing a bus lane
on a road with a large number of traffic lanes can be
checked. Moreover, it is possible to check the expediency
of bus lane implementation permitted for the movement
of taxis or vehicles with 2-3 passengers, then the values
of the traffic intensity of these vehicles should be taken
into account in Equation (6) separately.

The formulas take into account the variability
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of traffic flow. However, in the event of unexpected
disruptions, other approaches can be used, such as risk
management methods.

8 Conclusion

Reducing the travel time is one of the main goals
in organizing traffic in cities. Assessing the traffic
efficiency, based on individual vehicle delays does not
yield the desired results. Depending on the current state
of the traffic flow, individual vehicle delays can fluctuate
significantly, so it is important to assess the overall
delay. Therefore, when introducing the bus lanes in the
section under consideration, it is also advisable to check
whether the overall time losses for all the road users are
reduced.

Simulation experiments can be used to estimate
the speed of vehicles on a given section for the given
road conditions. Statistical processing of the results of
simulation experiments in the PTV VISSIM program
shows that the dependence of the speed of buses and
other vehicles on the intensity of the traffic flow and the
frequency of bus arrivals is well described by regression
equations. Based on the speed of movement obtained by
the regression models, it is possible to calculate the time
losses of vehicles and buses (and therefore passengers).
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Resume

In this study is examined the influence of traffic flow parameters on delay
duration at signalized intersections of urban multi-lane streets. The findings
show that traffic composition strongly affects delays at low volumes, while
its influence decreases as total volume grows. These results highlight the
need to account for traffic composition, not only volume, when optimizing the
signal timing and managing flows. The novelty of the study lies in modelling
delay as a joint function of traffic volume and traffic flow composition, where
the share of passenger cars is varied independently, rather than through
the generalized passenger car unit-based growth, enabling a more accurate
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1 Introduction

Every year, a constant increase in the number
of vehicles can be seen on the streets and roads of
settlements. In return, that leads to several negative
phenomena, such as traffic delays [1], increased
environmental pollution [2], noise pollution [3], etc.
Among all the above-mentioned consequences of
motorization, the most significant impact is a sharp
increase in traffic volume, which leads to traffic
congestion. That can be explained by the fact that
although the number of vehicles on streets and roads
is increasing, the capacity of transportation routes
usually remains unchanged. One of the reasons for this
challenge is that reconstructing an existing roadway,
or creating a new one, incurs significant financial costs.
However, intersections are often the bottlenecks in the
road network.

In compliance with the aforementioned, the existing
indicators of traffic flows were measured and the traffic
characteristics at signalized intersections on city streets
were analyzed. These data were the input information
for creating simulation models of traffic flows in the PTV
VISSIM microsimulation environment (PTV - Planung
Transport Verkehr). This approach enables the analysis
of the dynamics of changes in traffic flows and traffic
delays. In addition, the relevance of this approach lies

in reducing the probability of erroneous engineering

solutions in traffic management and predicting the

behavior of traffic flows at signalized road network
facilities.

The aim of this research was to identify the patterns
of composition and intensity’s influence on the duration
of traffic delay at regulated intersections, providing
an input for the management and setup of adaptive
traffic signal control systems. In this case, the proven
methods of traffic simulation at controlled city street
intersections were used. Such modern approaches enable
the identification of patterns in traffic delays within the
dynamics of traffic flows, allowing for the intelligent
control of traffic lights at intersections. Finding optimal
solutions by analyzing existing intersection parameters
and traffic flow characteristics is essential. The following
main tasks needed to be accomplished to achieve this
goal:

* to analyze the performance of a standard four-
leg signalized intersections of city streets and
determine the existing indicators of traffic flow on
them;

*  to create models of street intersections and calibrate
them to the existing traffic conditions;

* to simulate traffic and determine the duration of
traffic delays based on the results;

* to analyze the data and identify patterns of change

© 2026 THE AUTHORS

COMMUNICATIONS 28 (1) D13-D26


https://orcid.org/0000-0001-6120-9914
https://orcid.org/0000-0002-4997-3677
https://orcid.org/0000-0001-5850-7478
https://orcid.org/0000-0001-9710-6191

D14

POSTRANSKYY et al.

in the duration of traffic delays based on the

characteristics of transport flows.

The next section of this article includes literature
review with recent publications, which are related
to traffic optimization. The research methodology is
described in “Materials and methods” section. In the
section “Main results”, presented are most important
graphs and dependencies obtained during the survey.
The sections with discussion and conclusions are given
at the end of the paper.

2 Literature review

Delays at signalized intersections can occur due
to several reasons. One of them is stopping of vehicles,
which is directly caused by the operation of traffic lights.

These also include delays caused by the control
process (Figure 1), particularly during the vehicle’s
acceleration and deceleration in the traffic light object
area and its direct idle time [4-5].

The diagram in Figure 1 is rather generalized. This
is because, depending on the dynamic characteristics of
vehicles, the processes of braking and acceleration can
be carried out to varying extents.

Webster’s delay model can also be used to
mathematically describe the duration of vehicle delays
at signalized intersections. It involves considering the
following quantities [6-7]: cycle length, effective green
time, arrival flow rate, saturation flow, and exit capacity.
However, as the composition of the traffic flow changes,
the impact of a particular indicator may change. For
example, the effective duration of a green signal for a
traffic flow consisting of passenger cars will differ from
that of slow-moving vehicles. It is primarily due to their
starting delays after the permissive signal is turned on.

A

In particular, the authors of [8] found a difference in the
processes of car queue accumulation before the stop line
and its dissipation, depending on the composition of the
traffic flow. For example, as the share of trucks and buses
in the queue grows, it leads to longer intervals in the
movement of vehicles at the beginning of the permissive
signal. At the same time, the authors noted that the
dissipation process also depends on the directions in
which the traffic is allowed to move simultaneously.
The Highway Capacity Manual is an important
document that reflects transport processes in automotive
transport and recommendations for traffic management.
The manual also displays acceleration-deceleration
delay patterns [9]. At the same time, the average
values of the speed, acceleration, and deceleration are
considered. It should be noted that the values of these
indicators will be strongly related to the types of vehicles
and their technical parameters. Thus, it is not enough
to determine the duration of the delay based on average
values. It is also essential to consider the composition of
the traffic flow. Its distribution will change to varying
degrees, both the initial delays of cars and the dispersion
of the vehicles' queue during the traffic signal cycle.
Adaptive control systems can also be used to reduce
the impact of traffic lights on traffic delays [6, 10]. They
can consider the characteristics of traffic flows and
various changes in movement conditions, including
seasonal and short-term [11]. At the same time, adaptive
traffic signal control systems can operate based on pre-
created sustainable behavioral algorithms [12], as well
as using approaches that involve the use of machine
learning [13], fuzzy logic [14], deep reinforcement
learning [15], multi-agent broad reinforcement learning
[16], meta-heuristic search algorithms [17], etc. All of
the above-mentioned traffic signal control options are
designed to improve the traffic flow, reduce delays, and

fo
ds > Control delay
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ds d2 - Stop
Vi dz - ds — Acceleration
Sipped Acceleration t1 — Deceleration begins
delay delay t2 — Stop begins
d: ts — Stop ends, acceleration begins
ts — Acceleration ends
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>
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Figure 1 The formation of traffic delays at signalized intersections [4]
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minimize congestion on the road network. However, each
of the above cases requires input information and the
training or adjustment of the system and traffic signal
control algorithms. Therefore, an important task is
conducting the field studies directly on the road network
and obtaining initial traffic delay patterns and their
causes.

It is equally important to note that today, numerous
tools are available for analyzing traffic management
design solutions. First, it is possible to use specialized
software for simulation modelling. Simulation models
enable the reproduction of complex transport processes
under conditions as close as possible to the real-world
ones. In its turn, it helps to determine the effectiveness
of design solutions at the stage of their development.
These tools contribute to an objective assessment of the
road network’s capacity and its elements [18], analysis
of road safety and identification of accident sites [19],
identification of areas for further development, and
prioritization of public transport [20], among other
applications. Additionally, the use of simulation
tools enables the comparison of alternative traffic
management options with the overall reconstruction
costs of the study object and its associated facilities
[21]. It should also be noted that the issue of using the
simulation modelling tools is particularly relevant in the
context of a dynamic increase in traffic volume and the
need to make informed management decisions.

Thus, summarizing the above information, today,
various scientific dependencies and models can reflect
the formation of transport delays and allow for their
measurement. However, they often consider generalized
traffic flow indicators, including the calibrated passenger
car equivalent. In contrast, the proposed model suggests
considering the composition of the traffic flow, in
particular, due to the passenger cars’ share in the flow.
In addition, a wide range of hardware and software
solutions are available to adapt the operation of traffic
signal control systems to traffic conditions and flow
characteristics. However, the effective implementation
of such solutions requires a deep understanding of
the patterns of change in the traffic flow parameters,

SURVEY SECTION

depending on the volume, composition of traffic, and
traffic conditions at the intersection. Therefore, in
any case, the primary task will continue to be field
research and identification of patterns to make initial
adjustments to the regulatory tools. Additionally,
simulation modelling tools can currently be utilized
to obtain initial data for machine learning and the
adaptation of traffic signal activation programs by
controllers, thereby achieving the aforementioned goals.

To summarize the state-of-the art from the presented
research it should be noted that research devoted to
assessing traffic queues, among methods of optimization
and traffic light settings, should also focus on the causes
of these delays. Therefore, studying the composition of
traffic flow as one of the causes of increased congestion
at the signalised intersections is a relevant task at this
time.

3 Materials and methods

Delays in traffic flow at intersections lead to a
decrease in the efficiency of the transportation network
and a decline in road safety. Modelling the traffic flows
at intersections of varying complexity helps to optimize
traffic on streets and roads, reduce congestion, and
increase the capacity of transport infrastructure [22].
Improving urban infrastructure (by building new roads or
junctions) and analyzing the growth of motorization levels
using simulation modelling helps to predict how the traffic
flows would behave under different traffic conditions and
intersection operations [23]. For the successful design of
new transport systems or the modernization of existing
ones, evaluating their performance in advance, under
different traffic flow parameters, is crucial.

To clarify up the research methodology, there is
step-by step survey chart, presented on Figure 2, dividing
this work for two stages: research and analytics.

First,fielddataontrafficvolume,compositionandsignal
timings are collected at two standard four-leg signalised
intersections, followed by a detailed characterisation
of their lane geometry and phase structure. based on

ANALYTICALSECTION

Field Data Collection

(volume, composition, timings)

Simulation

(giving wider range of traffic flow and
composition parameters)

S

N/

Intersection Characterization

(lanes, geometry, phases)

Delay Analysis

(calculation in time, taking into account
extremely high and low values of
passenger car availability in traffic)

N/

A4

Simulation Model

(build + calibrate
in PTV Vissim)

Graphical model

(delay formation considering step-by-step
increase in the number of passenger cars
and traffic intensity)

Figure 2 Step-by-step methodology chart
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that, the calibrated microsimulation models are built in
PTV VISSIM to reproduce the existing conditions. In the
analytical section, those models are used to run a series of
simulation experiments in which traffic flow parameters
are systematically varied and the resulting delays are
evaluated and summarised in graphical form.

The key novelty of the method lies in the analytical
stage: instead of increasing only the total traffic volume,
expressed in generalized passenger car units, the
simulations independently vary both the traffic volume
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and the share of passenger cars in the flow, while keeping
the presence of heavy vehicles and buses explicit. This
allows the model to capture how changes in traffic
composition, not just total intensity, influence the delay
formation at signalised intersections and to identify the
critical regimes associated with heterogeneous flows.

The challenge of improving the traffic flow at such
standard four-leg signalized intersections lies in considering
traffic from all directions. This requires a careful approach
to the distribution of time duration between phases within
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Figure 3 Scheme of the two studied signalized intersections of urban arterial multi-lane streets: (a) Locations of
intersections (b) Intersection of streets No. 1 (Streets A and B); (c) Intersection of streets No. 2 (Streets A and C)
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the control cycle. In conditions of high urban traffic, it is
crucial to ensure a balance between safety, capacity, and
minimization of traffic delays. Traffic control in three or
more phases at an intersection requires a more flexible
formation of the control cycle, including the conflictology
of flows, the configuration of the intersection, and the
main parameters of traffic flows. This complicates the
development of measures to improve traffic management
at standard four-leg signalized intersections, but allows for
an increase in the efficiency of intersections in urban traffic
conditions. Therefore, there is a close relationship between
the traffic flow indicators and the effective operation of
signalized intersections. For a comprehensive study of
the peculiarities of signalized intersection functioning, a
series of studies on existing traffic flow indicators at the
standard four-leg signalized intersections on city streets
is proposed. In particular, the first stage of the research
involved analyzing the permitted traffic directions and
planning parameters of two standard four-leg signalized
intersections (Figure 3) located on the same urban arterial
street section (Street A).

The planning characteristics of  the
studied signalized intersections are analyzed
(Figure 3a), with particular emphasis on the geometric
parameters of the traffic lanes at each approach. They
both share the common characteristics that the main
road at the two signalized intersections is Street A,
the arterial Street, and, in general, the fact that both
intersections form city streets that intersect at 90 degrees.
In addition, it was found that at intersection No. 1
(Figure 3b) each approach features a multi-lane roadway
with a lane width of 3.75 m, allowing for all possible
maneuvers. Additionally, approach 1 (Street A) features
a 3.5-meter-wide separation lane. It is also important to
note that Street B, which also forms this intersection,
is a major arterial street of general city significance. At
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intersection No. 2 (Figure 3c), there are three lanes in
each direction in the main direction, with a width of 3.75
m, and a 3 m wide separation lane. The roadway surface
on all approaches to the intersections is characterized
by flatness and satisfactory technical condition. Street A
here has the same arterial significance, as on previous
intersection. Minor streets (streets B and C) have a lane
width of 3.75 m. These streets belong to local significance,
which corresponds to both their geometric parameters and
traffic volume. In addition, the sufficient width of the lanes
on these streets allows for the combination of turning and
straight traffic flows from one lane during the control
phases. There are no transverse and longitudinal roadway
slopes on minor streets.

The next stage of the study involved investigating
the parameters of traffic flows at two adjacent signalized
intersections. The study of traffic flow parameters was
carried out using the field method, manually counting
the intensity and composition of the traffic flow. The
short-term (15 min) measurements were made during
the peak traffic periods on every hour from Tuesday to
Thursday. Peak periods in the city under study (Lviv,
Ukraine) are considered to be the morning hours from
8:00 to 9:30. It should also be noted, that intensity
measurements were taken in dry and warm weather
(in May 2025). A comparative analysis of the traffic
flow's composition and intensity was conducted based
on the obtained data. In addition, it was established
whether there were any random discrepancies in the
measurements, including calculating the weighted
average percentage of different types of vehicles. The
results of the study on traffic volumes for each approach
and by traffic direction are shown in Figure 4. In this
scheme, the estimated traffic volume for each approach
is the maximum intensity observed during the busiest
hour of all days of the study.
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Figure 4 Cartogram of traffic volume by directions at intersection No. 1 (a) and intersection No. 2 (b)
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Table 1 Percentage distribution of traffic flows by direction on the approaches to the studied signalized intersections

Approach Approach Approach Approach

Type of vehicle maneuver from the approach No. 1 No. 2 No. 3 No. 4
Intersection No. 1

Right-turn 31% 21% 31% 18%

Straight 51% 68% 50% 63%

Left-turn 18% 11% 19% 19%
Intersection No. 2

Right-turn 19% 29% 29% 23%

Straight 70% 25% 57% 45%

Left-turn 11% 46% 14% 32%

According to the above data, it was found that the
highest values were recorded in the direction of the main
road (Street A). Additionally, the direct driving vehicles
(whose share ranges from 25% to 70%, depending on the
approach) dominate the traffic flow. In turn, the share of
right-turn flows varies from 11% to 46%, depending on
the approach and direction of travel. Detailed information
about the distribution of vehicles by traffic direction at the
studied intersections is provided in Table 1.

It should be noted that on the main direction of the
intersections (Street A), the largest share of vehicles
moves straight ahead, and the smallest share of traffic
flow is attributed to the left-turning maneuvers. In
addition, it should be noted that the distribution of traffic
flows by type of maneuver differs between different
approaches to the same intersection and between
intersections themselves. It indicates the various
configurations and purposes of city streets, as well as the
points of attraction near each intersection. According to
the current law, the speed limit for settlements in all
directions and at intersections is 50 km/h. Within the
intersection, during the field studies, traffic speeds were
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observed that did not exceed the established standards,
and sometimes were lower and ranged from 25-40
km/h. Different traffic flows and the automatic speeding
cameras at these study intersections explain this
speed.

At the studied intersections, there is also significant
heterogeneity in traffic flows, which varies depending
on the growth of total traffic volume on the approaches
and different periods of the day. According to the
results of field studies, it was found that passenger cars
predominate in traffic flows, and public transport has
the smallest share.

According to the results of field studies, it was
found that the passenger cars predominate at all
approaches to signalized intersections. The largest
share is observed on Main Street A, where the highest
traffic volume was recorded. It should also be noted that
the studied intersections are located in urban areas, so
the freight transport here is primarily represented by
vehicles of small and medium capacity (2-5 tons) used to
supply goods and deliver products within the settlement.
Additionally, it is worth noting that at intersection No.
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Figure 5 Permitted directions of traffic flow by lanes at intersection No. 1 (a) and the phase sequence of vehicles (b)
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Figure 6 Permitted directions of traffic flow by lanes at intersection No. 2 (a) and the phase sequence of vehicles (b)

1, the public transportation is represented by medium-
sized buses and trolleybuses, whereas at intersection
No. 2, it is only represented by buses. Therefore, due to
the absence of trolleybus traffic within the intersection
No. 2, the share of public transport there is only 8%.

Based on the results of field studies, the parameters of
the traffic signal operation modes were also determined.
The phase sequence at intersection 1 consists of four
phases, as shown graphically in Figure 5. The total
duration of the traffic light cycle at this intersection is
126 seconds.

At the intersection of Streets No. 1 and No. 2,
there is a low volume of pedestrian traffic that does not
conflict with the traffic flow. At the same time, their
movement occurs in each phase, but they were not
taken into consideration. It is also worth noting that the
intersection has good traffic conditions, with a minimal
longitudinal slope of the roadway.

At intersection No. 2, the traffic light cycle time is
94 seconds. The phase sequence of traffic flows at the
intersection consists of three control phases, which are
graphically shown in Figure 6.

At each of the studied intersections, the duration
of the yellow signal is 4 seconds. Both study objects
are the standard four-leg signalized intersections with
a significant control cycle of over 80 seconds. Their
common characteristics is that the main direction of
traffic passes along a city arterial street. It has three
or more lanes on each approach, which allows for the
distribution of traffic flows in separate directions. At the
intersections, the traffic organization is realized using
the multi-phase traffic signalization (three or more
phases of regulation), considering the most congested
directions of the intersection. As for the main difference
between these intersections, unlike intersection No. 1,
intersection No. 2 has combined turning and straight

Phase No. 1
Approach No. 2

Approach No. 1
I\
N
pproach No. 3

— 2 Phase No. 3
\%Tg=35 S ‘ Approach No. 2
Approach No. 4 | - i ®
; I
2 2
Phase No. 2 . 5
Approach No. 2 8 3
s Tg=23s ¢ g Tg=24s <
S § Approach No. 4
S 9
8 g
Q
< | <
Approach No. 4

b)

traffic on approaches No. 2 and No. 4 (on secondary

streets) in one lane.

The field studies have shown that the heterogeneity
of traffic flow at signalized intersections of city streets
affects the duration of traffic delays. This phenomenon
is prevalent during the peak periods, when traffic
volume increases significantly. In addition, this
phenomenon depends on the composition of the traffic
flow, as different types of cars have distinct dynamic
characteristics and, therefore, require varying times to
maneuver and pass through the intersection. In turn,
that affects the capacity and overall functioning of
signalized intersections.

Based on the obtained numerical parameters and
characteristics of traffic flows, the simulation models
of street intersection functioning were created in the
PTV VISSIM software environment. It should be noted
that the design and operation of the traffic model of a
signalized intersection in PTV VISSIM were based on
its characteristics and structural components:

* planning characteristics of streets on the approaches
to the intersection (number of lanes, their width,
permitted directions);

* peculiarities of the operation of the system’s
controlled intersections and traffic signal control
in general (number of control phases and their
duration, total duration of the traffic light cycle);

e parameters of traffic flows (traffic volume,
composition of the traffic flow, and its distribution
by directions).

Considering the above, models of the studied
intersections’ functioning were created in the PTV
VISSIM environment (Figure 7). This approach enables
the collection of necessary data through the simulation
and identification of dependencies between changes in
traffic delay.
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a)

b)

Figure 7 Created simulation models of the functioning of intersection No. 1
(a) and No. 2 (b) in the PTV VISSIM software environment

Approach No. 2

Approach No. 1

Approach No. 3

Approach No. 4

Figure 8 An example of the placement of traffic delay counters at a signalized intersection

Considering the accuracy of the forecast, the basic
models of the standard four-leg signalized intersections
under study are calibrated to reflect the existing traffic
conditions. During calibration, the process of setting up
the planning characteristics of the intersection and the
initial parameters of the traffic flow in the specialized
PTV VISSIM software environment is performed. The
model of the intersection, with its initial parameters, is
tested and verified for compliance with real data.

Given these inputs, it is planned to install counters
at signalized intersections to record the duration of
vehicle delays on all approaches to intersections (Figure
8). It is also necessary to model the traffic at the
intersection under different scenarios of changes in
traffic volumes, taking into account the different shares
of passenger vehicles in the flow.

During the study of the operation of controlled
intersections under different modelling scenarios, the
traffic intensity at the intersection varied from 100
to 2800 vehicles per hour. This is due to the need to
evaluate the efficiency of the regulated intersection. This
range allows to model the intersection operation when
traffic is moving. At a traffic volume of more than 2800
vehicles per hour on one of the approaches, a traffic jam
occurs in the intersection area, and there is practically
no movement. This leads to significant queues, and the
traffic flow loses its dynamism. Under such conditions,
further modelling becomes impossible, the intersection
overloads, and cannot be reproduced adequately.

As noted earlier, the selected objects are typical
intersections of arterial streets with controlled traffic
and streets of district significance, where traffic control
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Figure 9 Changes in the duration of traffic delays based on the traffic volume growth at controlled intersections

Table 2 Statistical indicators of transport delay depending on the increase in traffic intensity

Indicator Intersection #1 Intersection #2
Arithmetic Mean, s 85.5 42.3
Median, s 85.0 42.0
Mode, s 85.0 42.0
Variance 1093.2 345.8
Standard Deviation 33.07 18.59
Range, s 101.0 57.0
Skewness Coefficient 0.12 0.08

is implemented in three to four phases. Therefore, an
important task is to identify the limit value of traffic
volume at the intersection and the share of cars in the
flow, at which the total traffic delay will be the smallest.
It should also be noted that in this case, determining
the total traffic delay duration for the entire signalized
intersection would be the sum of the delays at each of
its approaches.

4 The main results

In the basic intersection model, traffic flows consist
of cars, trucks, and public transport. The intersection
operation model incorporates the parameters of the
roadway and traffic flow characteristics obtained during
the field studies. In addition, the settings of the traffic
light control system corresponded to the existing
characteristics (the duration of the traffic light cycle was
126 seconds for intersection No. 1 and 94 seconds for
intersection No. 2). The modelling involved changing the
composition of the traffic flow by increasing or decreasing
the share of cars. Additionally, there was a change in
traffic volume (Figure 9). Creating such conditions gives

an insight into the close relationship between the traffic
flow indicators and the overall duration of traffic delays
at signalized intersections.

The statistical analysis of the traffic flow
parameters at intersections took into account the
dynamic character of traffic composition changes and
their impact on traffic delay. Therefore, normalization
of the sample, data filtering, and calculation of the main
statistical characteristics (Table 2) were performed
during the processing of these parameters. After that,
the correlation and regression analysis were used to
determine the dependencies between the transport delay
and the composition and volume of traffic flow.

For intersections, the arithmetic mean, median,
and mode have almost the same value, indicating a
symmetrical distribution of values around the center.
The variation characteristics show a significant variance
and standard deviation, indicating a wide range of delay
fluctuations with a low skewness ratio.

The graph shows that as the traffic volume decreases
from +50% to -50% (moving left to right along the
X-axis), the average delay at Intersection #1 rises from
approximately 40-45 s to nearly 150 s, indicating a
strong sensitivity to reduced capacity and increased load
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Figure 10 Graphical dependence of the change in the total duration of traffic delay
at a signalized standard four-leg signalized intersection, considering the traffic
volume and the share of passenger cars in the traffic flow

on the approaches. For Intersection #2, the delay grows
more moderately - from about 20-22 s at +50% volume
to roughly 75-80 s at -50% - demonstrating a more stable
response to volume fluctuations. Overall, Intersection
#1 experiences an increase of more than 100 s across
the examined range, while Intersection #2 increase is
about 55-60 s, confirming that the first intersection is
significantly more affected by adverse changes in volume
conditions.

Statistical analysis of the data obtained during
the simulation indicates that, under existing traffic
conditions at signalized intersections, the average delay
duration at the entire intersection increases even with a
slight increase in traffic volume. This, in turn, directly
affects the intersection’s capacity and, as a result,
the overall delay for all the road users. The results
differ somewhat for the two intersections because the
planning characteristics of the secondary roads (Street
B and Street C) are distinct. However, it was found
that, in general, the dynamics of the growth of the
share of passenger cars in the flow on all approaches
to the intersection help to reduce the total delay at the
intersection.

Additionally, it is worth noting that the composition
of the traffic flow significantly impacts the duration
of traffic delays on the approaches to the intersection.
For example, as the number of slow-moving vehicles
approaching the intersection from all directions
increases, the probability of queuing increases.

There is a rather long traffic light cycle at the

two signalized intersections. It allows determining the
delay duration in more detail, considering the share
of different types of vehicles and their interaction
at urban signalized intersections. In addition, the
operation of intersections with increased traffic volume
was simulated to obtain an accurate and realistic
estimate of the delay duration. This approach enables
the prediction of moments when the intersection will
operate in congestion mode, resulting in a significant
increase in traffic delays.

Under the existing control cycle, minor congestion
was observed on the secondary directions of the
intersection. In turn, the most considerable delays were
formed on the approaches No. 1 and No. 3 from Street
A (both intersections). Therefore, the total delay at the
intersection was taken into account. The simulation
involved creating different loads under multiple options
for changing the share of passenger cars in the traffic
flow and their overall volume. The change in traffic
delay, when the permissive signal was turned on, was
evaluated over 10 simulation cycles. Based on the
obtained values and the application of mathematical
analysis tools, a graphical relationship between the
traffic delay, traffic volume, and the proportion of cars in
the traffic flow was established (Figure 10).

Figure 10 illustrates a three-dimensional geometric
surface that displays the area of critical traffic volumes
and various scenarios of fluctuations in the share of
passenger cars in the flow, allowing for the visualization
of changes in traffic delay at signalized intersections.
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5 Discussion

The lowest average traffic delays are observed at
traffic volumes of no more than 1500 vehicles per hour
and a share of passenger cars in the traffic flow of
more than 85%. Under such conditions, the signalized
intersection is potentially efficient, as it has the lowest
total traffic delay. In turn, a significant accumulation of
traffic delays is observed on the main road, with a traffic
volume exceeding 2000 vehicles per hour and a share of
passenger cars of less than 80%. In the traffic volume
range of 1600-2000 vehicles per hour on the approach to
the intersection, even with a share of passenger cars of
less than 90%, a significant increase in the duration of
traffic delays was observed. These results are explained
by the simulation conditions, under which forward and
turning flows move from one lane of the road in one
phase of traffic light control. Thus, the increase in the
traffic delay duration at high traffic volumes on the same
approaches to the intersection (in terms of the number of
lanes and permitted maneuvers) is significantly affected
by the share of cars in the flow. Such a delay is typical
for complex signalized intersections of city streets,
where the traffic light cycle has a significant duration
and the phase sequence consists of three or more
phases. Therefore, the data visualization demonstrates
a clear functional relationship between the traffic delay
and traffic volume, considering its share of passenger
vehicles.

Taking into account the increase in traffic volume
and the share of passenger cars in the flow, a general
mathematical dependence of the delay duration was
developed based on the traffic modelling under various
scenarios of changes in traffic flow parameters (T ):

T: = 0.00003 - N* — 0.4u + 50, (1)

where N - traffic volume at the intersection; z - share of
passenger cars in traffic flow, %.

Reducing the traffic delays at an intersection can be
achieved by changing the homogeneity of traffic flow in
the lanes. Generally, the most significant delays occur
on approaches where there is a substantial difference
in the composition of the traffic flow and the dynamic
characteristics of the vehicles. At the same time, the
traffic safety and capacity of a signalized intersection
depend on the parameters of the traffic management
scheme. Additionally, the study results demonstrate a
clear relationship between the duration of traffic delay
and both traffic volume and the proportion of passenger
cars in the traffic flow. It is of great importance for
planning and optimizing traffic signaling, as well as
improving traffic management.

Based on the model of changes in traffic delay
as a function of traffic flow parameters (volume and
composition), algorithms can be developed for the
operation of traffic signal control systems. This would
enable the consideration of predicted traffic delay values

during traffic management. The proposed model, in
contrast to the existing ones, focuses on the composition
of the traffic flow and its intensity at a standard
four-leg signalized intersection when determining the
traffic delay. This scientific method allows to enable
the adaptive traffic control, which helps to reduce the
accumulation of vehicle queues on the approaches to
the intersection and lowers the probability of traffic
jams.

Traffic modelling, considering the growth in traffic
volumes, enables the prediction of moments when the
intersection will start operating in saturation or overload
mode. Such conditions can lead to a significant increase
in traffic delays. Additionally, the approach to modelling
various traffic flow parameters at the intersection
enables the estimation of traffic delays before the
intersection without altering the duration of the traffic
light phases. It is especially relevant for intersections
where all the traffic from one approach moves in one
phase. In addition, this approach not only allows for
determining the current values of traffic delays but also
for predicting their change, as the volume capacity ratio
on city streets and roads increases.

Simulation of options for adjusting the share
of passenger cars in the traffic flow at a signalized
intersection revealed that the best results in terms of
minimizing the total traffic delay are achieved with
a homogeneous traffic flow. According to the results,
the duration of the delay at the intersection increases
significantly when the traffic volume on the approach
exceeds 800 vehicles per hour and the share of passenger
vehicles is less than 70%. This increase was especially
noticeable if traffic was moving simultaneously from
one lane. It highlights the need to regulate the entry
of freight transport, clearly zoning lanes by direction of
traffic, and allocating lanes for public transportation. It
will reduce conflicts between vehicle types and ensure
uniform and smooth traffic flow.

The correlations obtained between delay, traffic
intensity, and traffic flow composition can be directly
used as input parameters or training data for adaptive
traffic light control systems based on machine learning.
Since the simulation covers a wide range of traffic
intensity and passenger car share, these results provide
a structured dataset that helps algorithms learn how
heterogeneous flows affect delay formation. Integrating
delay predictions that account for flow composition
into the real-time optimization will allow controllers
to proactively adjust green light times, especially in
conditions where small changes in vehicle composition
cause disproportionate increases in delays. Thus, the
proposed model supports the development of more
accurate, predictable, and reliable adaptive traffic signal
control strategies.

Future research may extend this approach by
incorporating pedestrian flows, examining the effects
of public transport prioritization, and analyzing
coordination strategies between adjacent signalized
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intersections, all of which may further influence delay
formation and overall network performance.

Conclusions

The study of planning features, phase sequence,
and traffic flow parameters by direction was
conducted at the signalized intersections. It
was found that the highest traffic volumes were
recorded on approaches No. 1 and No. 3 of the main
direction of Street A. The straightforward traffic
flows predominate at intersections, and there is a
significant share of trucks, which averages 20%. At
signalized intersections, each phase is designed to
accommodate the flows of a particular approach or
direction of the main road.

As a part of the study, a simulation of signalized
intersections was developed to determine the traffic
delays at them. The application of the basic model
enabled the analysis of changes in traffic delays
resulting from variations in traffic flow indicators.
The analysis of the modelling results shows that
the most significant increase in traffic delay, over
10 consecutive simulation cycles, is observed on
the main road approaches. In particular, the traffic
delay on such approaches within the modelling
period ranges from 50 to 240 seconds. Additionally,
it was found that at the current traffic volume level,
the traffic flow structure also significantly affects
traffic delay.

In the PTV VISSIM software environment, a study
was conducted to investigate the impact of traffic
flow parameters on traffic delay indicators at a
signalized intersection. As a result of the modelling,
the average values of traffic delays were determined,
which varied with the growth of traffic volume and
fluctuations in the composition of the traffic flow.
The analysis of scenarios in which the share of
passenger cars changed with a constant duration of
traffic signal phases revealed a clear link between
the traffic flow parameters and delays. In particular,
the average traffic delay did not change significantly
when the traffic volume was up to 1,600 vehicles
per hour and the share of passenger cars was up to
70%. However, at traffic volumes exceeding 1,800
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Road markings are essential traffic control devices that guide drivers,
particularly at night and under adverse weather conditions common in
tropical regions. In this study is investigated the performance of thermoplastic
road markings enhanced with phosphorescent phosphorus using rosin ester
as a binder. Laboratory experiments with varying phosphorus concentrations
were conducted to evaluate luminance, retroreflectivity, and skid resistance
under dry and wet conditions. The results show that a 30% phosphorus
content provides the best overall performance by improving the nighttime
visibility and retroreflective properties without compromising the skid
resistance. All measured parameters comply with the Indonesian SKh-1.M-
03 road marking standard. The proposed material demonstrates strong
potential to enhance the road marking visibility and driving safety in
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1 Introduction

Road markings are among the most crucial elements
in modern transportation systems, serving as indicators
for lane boundaries, stop zones, and vehicle movement
directions. Their presence is critical in supporting
the road safety, especially at night or during adverse
weather conditions. According to the World Health
Organization (WHO), more than 1.3 million people die
annually due to traffic accidents, with a significant
portion occurring during nighttime or in poor visibility
conditions. In Indonesia, data from the National Police
Traffic Corps (Korlantas Polri) show that over 50% of
accidents are caused by low visibility, particularly in
poorly lit areas.

The visibility of road markings is thus a vital
component of transportation infrastructure aimed at
improving the road user safety. Under conditions such
as heavy rainfall or nighttime darkness, adequate
visibility of road markings can be a determining factor in
preventing collisions. One common strategy to enhance
visibility is the use of thermoplastic road marking

paint, which is widely applied and regulated due to
its durability, abrasion resistance, and long-lasting
performance under various lighting conditions [1].

In recent years, phosphorescent pigments, especially
those based on strontium aluminate, have emerged as
promising additives for increasing the road marking
visibility. These materials can absorb energy from
sunlight or vehicle headlights and re-emit it gradually
in darkness, providing a glow-in-the-dark effect
without requiring external power sources [2-3]. Various
activation methods have been explored to optimize glow
performance in phosphorus-based luminescent systems,
including UV irradiation for persistent phosphors
and chemical oxidation routes in which phosphorus-
containing materials exhibit chemiluminescence when
exposed to oxidizers, such as hydrogen peroxide [4-5],
as well as thermal processing inherent to thermoplastic
road marking production and application [6].

Additionally, studies have shown that phosphate-
based or phosphorus-containing luminescent materials
with specific crystal structures can enhance glow
intensity and emission stability [7-8]. Furthermore, in
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a previous study [9] the chemiluminescent activation
of phosphorus-based compounds using oxidants such
as hydrogen peroxide, was investigated, demonstrating
potential applications in sensing, forensic detection, and
diagnostics.

Among various phosphorescent materials, strontium
aluminate-based pigments are widely recognized for
their high brightness and long afterglow duration,
outperforming older phosphorescent compounds such as
zinc sulfide [4-5]. To effectively incorporate these active
materials into the road markings, suitable binders are
required to ensure optimal adhesion and durability.
Rosin ester, a natural resin derivative, has been identified
as an effective binder due to its superior adhesion,
chemical resistance, and water resilience, compared to
conventional hydrocarbon resins [6]. Previous research
[7] demonstrated that modified rosin sources, such as
pine and tall oil rosin, can improve softening point,
UV resistance, and esterification efficiency, thereby
enhancing paint performance.

Several studies have investigated the use of
phosphorescent pigments in road markings. Earlier
studies [4-5] reported that incorporating phosphorescent
additives significantly increases reflectivity and
improves durability under extreme weather conditions.
Various concentrations of glow-in-the-dark phosphorus
powder were evaluated in [10], which reported that
a 30% content produced maximum luminance with
acceptable skid resistance, while [11] and [12] confirmed
improvements in reflective performance under nighttime
visibility conditions.

In addition to physical performance, some studies
have utilized spectroscopic techniques, such as Fourier
Transform Infrared (FTIR) and FT-Raman spectroscopy,
to characterize the chemical structure and microscopic
stability of thermoplastic materials. The methods
described in [13] were successfully applied to irradiated
starch, and similar analytical approaches can be
adopted in future studies to investigate the molecular
interactions between the phosphorus pigments and
binder matrices in road marking paints.

However, research specifically evaluating
the integration of strontium aluminate-based
phosphorescent pigments, with rosin ester binders in
thermoplastic road marking formulations, remains
limited, particularly under tropical environmental
conditions characterized by high rainfall and limited
street lighting. Previous studies have predominantly
focused on epoxy or polyurethane-based systems [14-
15], while the practical application and performance
evaluation of phosphorescent thermoplastic paints
incorporating natural resin binders for improving road
safety in developing regions has not been extensively
explored [16-17]. Therefore, in this study is addressed
this gap by evaluating the novel combination of strontium
aluminate-based phosphorescent pigment with rosin
ester binder in thermoplastic road marking paint. The
effects on luminance intensity, retroreflectivity, and skid

resistance under both dry and wet tropical conditions
were quantitatively examined, aiming to develop safer,
more durable, and environmentally conscious road
marking materials to improve nighttime driving safety
in regions with limited lighting.

2 Research methodology

In this section are outlined the procedures for data
collection, material formulation, sample preparation,
testing, and data analysis conducted to evaluate the
safety performance improvements of thermoplastic road
markings enhanced with phosphorescent phosphorus
additives.

2.1 Research location

The research was conducted in the Highway
Engineering Laboratory at the Faculty of Engineering,
Syiah Kuala University, Banda Aceh, Indonesia.
This laboratory is equipped with facilities to perform
experimental studies in transportation materials,
including equipment for visibility and skid resistance
testing under controlled conditions.

2.2 Research approach

A quantitative experimental approach was
employed to assess the effects of phosphorus addition
on the visibility and surface safety performance of
thermoplastic road markings. The independent variable
was phosphorus concentration (0%, 10%, 20%, 30%),
while the dependent variables included luminance
intensity, retroreflectivity, and skid resistance. This
approach is categorized as experimental research,
involving the collection of empirical data through direct
observation and manipulation of variables within
controlled environments [18]. In addition, a quantitative
approach was utilized to gather data in numerical or
measurable form, which was subsequently analyzed
statistically to identify specific patterns, relationships,
or trends [19]. Such an analysis provides a deeper
understanding of the direct impact of phosphorus
additives on driving visibility, ultimately contributing
to improved traffic safety. Experiments were carried out
under controlled laboratory conditions simulating field
environments to ensure systematic, reproducible, and
measurable outcomes. This approach enables rigorous
evaluation of how phosphorus additives influence the
road marking performance and potential contributions
to traffic safety improvement [9].

The phosphorus concentration range of 0-30%,
adopted in this study, was determined based on
previous findings [10], which indicated that a 30%
phosphorus content yielded the highest luminance while
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maintaining adequate skid resistance. Concentrations
below 10% showed minimal improvement in glow
intensity, whereas higher proportions reduced mixture
uniformity and surface smoothness. Therefore, this
range was selected to verify and extend earlier results
under tropical conditions using rosin ester as a natural
binder, representing the main research gap addressed
in this study.

2.3 Materials and testing equipment

All materials were sourced from local suppliers
in Banda Aceh, Indonesia. The material descriptions
were based on established standards and manufacturer
specifications, including:
¢ Glow-in-the-dark  phosphorus powder, a

phosphorescent additive based on strontium

aluminate, containing SrAl,O,:Eu?",Dy®,

¢ Thermoplastic road marking paint, containing a
rosin ester binder with a main composition of
approximately 20.05% binder, 39.68% glass beads,

10.11% TiO, (titanium dioxide), and 30.16% CaCO,

with inert fillers,

e Glass beads, used as a standard reflective additive
for road markings.

The equipment utilized for testing comprised:

*  Lux meter, for measuring luminance intensity,

* British Pendulum Tester, for evaluating skid
resistance,

*  Thermometer and oven, for temperature control
during sample preparation,

e Digital balance, with a precision of 0.01 g, for
accurate material weighing,

* Beakers and impact testing apparatus, for sample
preparation and testing.

All testing procedures were conducted in accordance
with standard laboratory safety protocols to ensure
researcher protection and environmental compliance.
Illustrations of the materials and preparation procedures
are presented in Figures 1 and 2.

2.4 Physical properties testing

The physical properties of thermoplastic road
marking paint were evaluated to assess their compliance
with the Indonesian National Standard SNI 06-4826-
1998 [20] and the Ministry of Public Works guideline
SKh-1.M.03 [21]. The paint formulations tested included
a control sample without phosphorus additive and
experimental samples with phosphorescent phosphorus
powder added at concentrations of 10%, 20%, and 30%
by total weight. All samples were formulated using a
rosin ester binder as the main adhesive component.
The phosphorus powder was thoroughly mixed into
the thermoplastic paint before heating to ensure
homogeneity. Each formulation was then heated, molded
into standardized test specimens, and cooled to room
temperature before testing. This preparation ensured
consistency and allowed direct comparison between the
baseline (control) and phosphorus-enhanced samples to
evaluate the effect of the additive on physical and optical
performance. The physical tests conducted included:

T

Figure 2 Phosphorus addition to road marking paint and heating of thermoplastic paint
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Table 1 Composition and distribution of test specimens
Thermoplastic paint (g) Phosphorus powder (g) Luminance test Skid resistance Reflectivity test
400 - 2 2 2
400 40 2 2 2
400 80 2 2 2
400 120 2 2 2

Total specimens: 8 (per test type) — Total: 24 specimens

1. Specific gravity

Samples (400 g) were heated at 218 + 2°C for 4

hours, stirred for 10 seconds, then poured into a

container for vacuum treatment to remove trapped

air. After the cooling, specific gravity was calculated
by weighing samples in air and water, following
standard immersion methods.

2.  Drying time

Paint was heated to 211 + 7°C, poured to a thickness

of 3.2-4.8 mm at 32 + 2°C, and drying time was

recorded using tack-free tests conducted at 60-second
intervals until the paint surface no longer deformed
or adhered to the testing tool.

3. Low-Temperature crack resistance

Samples were heated (400 g, 218 + 2°C for 4 hours),

stirred, and molded to a thickness of 3-5 mm.

After reaching the room temperature, they were

stored in a freezer at -9.4 + 2°C for 24 hours and

subsequently inspected for cracks under uniform

indirect lighting from a distance of 305 mm.

4. Softening point

Test specimens were mounted with steel balls in a

glass vessel containing distilled water at 5 + 1°C.

After the temperature stabilization for 15 minutes,

the vessel was heated at 5°C per minute, and the

softening point was recorded when the specimen
deformed under the ball load, in line with standard
ring-and-ball test procedures.

5. Flow resistance

Heated samples (400 + 0.1 g at 218 + 2°C for 4

hours) were stirred and immediately placed on a

45° inclined surface. Residual material was weighed

to calculate flow resistance as a percentage of the
original sample mass.
6. Flow resistance with overheating

Similar to the standard flow resistance test, but

samples were heated for 8 hours, stirred after 6

hours, and then tested to assess material stability

under prolonged heating.

This integrated testing approach allowed for
systematic evaluation of specific gravity, drying time,
low-temperature crack resistance, softening point, and
flow resistance of thermoplastic road marking paint
formulations with varying phosphorus concentrations.
Results from these tests provided a comprehensive
assessment of how the addition of phosphorescent
phosphorus influenced the durability and surface
characteristics of the road marking materials under
standardized testing conditions.

2.5 Sample preparation and formulation

Four different formulations were prepared with
phosphorus powder concentrations of 0%, 10%, 20%, and
30% by weight, maintaining a constant thermoplastic
paint weight of 400g for each sample. These formulations
allowed for direct comparison between the control (0%)
and phosphorus-enhanced samples. Samples were
prepared by thoroughly mixing the thermoplastic paint
and phosphorus powder in a container, followed by
heating for 4 hours at 218 + 25°C. After the heating,
the mixture was stirred rapidly with a spatula for 10
seconds and poured onto tin plates (75 mm diameter) to
form test specimens. The specimens were then cooled to
room temperature before testing. Specimen distribution
is shown in Table 1.

Specimen preparation began by mixing the
thermoplastic paint with phosphorus powder according
to the specified percentages. The mixture was placed
in a container and heated for 4 hours at 218 + 25 °C.
After the heating, the mixture was quickly stirred with
a spatula for 10 seconds and poured onto a tin plate (75
mm diameter), then cooled to room temperature.

2.6 Visibility and safety performance testing

Three primary performance tests were conducted
to evaluate the practical safety benefits of phosphorus
addition:

1. Luminance intensity measurement

Luminance measurements assessed phosphorescent

performance under both clear and rainy conditions.

Measurements were conducted between 18:30 and

19:30 at 15-minute intervals using a calibrated lux

meter positioned perpendicularly above the sample

surface at a fixed distance in a completely dark
room. All the samples were pre-exposed to natural
sunlight to activate phosphorescence before testing.

Control samples were included for comparative

analysis.

2. Skid resistance test

Skid resistance was evaluated under both dry

and wet conditions using a British Pendulum

Tester. Wet conditions were simulated by uniformly

spraying water onto the sample surfaces. The British

Pendulum Number (BPN) was recorded for each

condition to assess slip resistance and surface safety

characteristics, following standard procedures [22].
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Table 2 Physical properties of thermoplastic paint

No. Tested parameter Unit Test Result SKh-1.M-03 Standard
1. Specific gravity - 2.02 Max. 2.15

2. Drying time Min 5 Max. 10

3. Softening point °C 101 102.5 £+ 9.5

4. Low-Temp crack resistance - No cracks No cracks

5. Flow resistance %ores 7.36 Max. 18

6.  Flow resistance with overheating %ores 11.54 Max. 28

Table 3 Physical properties with phosphorus addition (10%, 20%, 30%)

No. Tested parameter Unit Testllz;sults e — SKh-1.M-03 Standard
1. Spesific gravity - 2.08 2.10 2.13 Max. 2.15

2. Drying time min 5 5 5 Max. 10

3. Softening point °C 101 105 107 1025+ 9.5

4.  Low-Temp crack resistance - No cracks No cracks No cracks No cracks

5. Flow resistance % res 9.11 11.63 14.42 Max. 18

6. [low resistance after % res 14.42 15.96 19.21 Max. 28

overheating

3. Retroreflectivity test
Retroreflectivity measurements
effectiveness of markings under the nighttime

assessed the

driving conditions. Tests were performed using a lux
meter with vehicle headlights as the illumination
source, directed at a 30°-45° incidence angle to
simulate real driving scenarios. Wet conditions
were simulated by spraying water over the sample
surfaces for 30 seconds before measurement.
According to SNI 06-486-1998 and SKh-1.M.03, the
minimum retroreflectivity requirements are > 200
mcd/m? for dry surfaces and 100-150 mcd/m? for wet
surfaces.

2.7 Data analysis technique

In this study, the effect of phosphorus concentration
on the performance of thermoplastic road markings
utilizing a rosin ester binder derived from natural
pine resin was investigated. The experimental design
includes two primary variables: the independent
variable is the phosphorus concentration, varied at
0%, 10%, 20%, and 30%; and the dependent variable
is the overall performance of the thermoplastic road
marking material. Performance evaluation focuses
on three key parameters: luminance, reflectivity, and
skid resistance. Those indicators were quantitatively
measured to determine how the addition of phosphorus
influences the visibility and safety characteristics of the
road marking under both dry and wet conditions. The
findings aim to support the development of improved
road marking materials, particularly suited for tropical
climates that experience high rainfall and limited night-
time illumination. Moreover, this research contributed

to the sustainable use of natural resources by promoting
rosin ester, a renewable binder derived from pine resin,
as a key component in the thermoplastic formulation.

3 Results and discussion

In this section are presented and discussed the
results obtained from the experimental evaluation of
thermoplastic road marking paints formulated with
varying phosphorus additive concentrations. The
analysis covers their physical properties, visibility
performance under different weather conditions, and
safety-related characteristics, aiming to determine
compliance with national standards and to assess their
potential benefits for road safety applications.

3.1 Physical properties of thermoplastic paint

Tests included specific gravity, drying time, low-
temperature crack resistance, softening point, flow
resistance, and flow resistance after overheating. Table
2 shows that all the tested parameters met the SKh-1.M-
03 standard.

3.2 Physical properties with phosphorus
addition

Tests with 10%, 20%, and 30% phosphorus showed
compliance with SKh-1.M-03 standards. Results are
detailed in Table 3.

The test results showed an increase in specific
gravity from 2.02 (without phosphorus) to 2.11 (with
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Table 4 Regression summary (clear and rainy conditions)

Condition Time Intercept Slope (per %) R? p-value (slope) F-statistic
18:30 2.5 12.35 0.9929 0.00354 280.6302
18:45 -19 1141 0.9944 0.00279 356.9731
Rainy 19:00 94 10.66 0.9946 0.00273 365.1530
19:15 -13.9 9.26 0.9820 0.00902 109.3440
19:30 -14 7.4 0.9722 0.01402 69.8469
18:30 2.6 17.91 0.9999 0.00007 14130.7533
18:45 0.9 16.79 0.9985 0.00077 1288.9991
Sunny 19:00 2.1 15.59 0.9981 0.00095 1053.5245
19:15 -15.9 14.66 0.9921 0.00396 251.0110
19:30 -11.2 11.88 0.9868 0.00660 150.01531
Sunny Conditions Rainy Conditions
& 600 z 600 ‘
2 500 \\\ £ 500
E g 400 E 2 400
g E 200 - £ E 200 T
E 100 T E 00 | s
— 0 = 0

18:30 18:45 19:00 19:15 19:30
time
==0% ——10% ——20% ——30%

18:30 18:45 19:00 19:15 19:30
time
——0% ——10% ——20% ——30%

Figure 3 Phosphorus content versus luminance intensity

30% phosphorus), remaining below the maximum
limit. Drying time remained consistent at 5 minutes.
Softening point increased, from 101°C to 107°C, but
stayed within the acceptable range. All the variations
showed good low-temperature crack resistance. The flow
resistance residue rose from 7.36% to 14.42%, and after
overheating, from 11.54% to 19.21%, both remaining
within limits. These results confirm that phosphorus
can be added up to 30% without compromising paint
quality.

3.3 Road marking performance

In this section, the performance evaluation of
road markings enhanced with phosphorus additives
is presented. The tests focused on two key parameters
affecting the visibility of road markings, namely
luminance and retroreflectivity, under various weather
conditions. The detailed results for each parameter are
described below.

3.3.1 Luminance of road markings
This experiment was aimed at assessing the

influence of phosphorus additive concentration on the
luminous intensity of thermoplastic road markings

under two distinct weather conditions: clear (sunny) and
rainy. Measurements were conducted periodically using
a lux meter to compare the luminance of samples with
varying phosphorus concentrations. The measurement
results are presented in Figure 3.

Based on measurements using a lux meter, it was
observed that the addition of phosphorus significantly
increased the luminance intensity. On clear days, the
luminance increased with higher phosphorus content,
from 185 mcd/m?2 (10%) to 538 mcd/m? (30%). On rainy
days, although the overall luminance intensity was
lower, a similar upward trend was observed, with
luminance rising from 120 mcd/m? (10%) to 362 mcd/m?
(30%). This indicates that phosphorus possesses strong
light-emitting properties, particularly under clear
conditions, and can retain a substantial portion of its
luminance even under less favorable conditions (rain).

On clear days, the peak luminance was recorded
between 18:30 and 19:00, after which it tended to
decline. Higher phosphorus content (30%) consistently
produced greater luminance intensity compared to lower
concentrations (0% and 10%) until 19:30. A similar trend
was observed on rainy days, despite the lower overall
light levels compared to clear weather, the decline in
luminance was more pronounced in samples with lower
phosphorus concentrations.

To validate these observations, statistical regression
analyses were conducted separately for clear and
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Figure 4 Phosphorescence intensity of phosphorus
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Figure 5 Effect of phosphorus content on reflectivity

rainy conditions, as well as using a pooled model with
interaction terms. The results confirmed a strong linear
relationship between the phosphorus concentration and
a luminance intensity. The statistical outcomes of these
regression analyses are summarized in Table 4.

The regression analysis confirmed a strong and
statistically significant linear relationship between the
phosphorus concentration and a luminance intensity
under clear and rainy conditions. Under rainy conditions,
the slopes ranged from 12.35 mecd/m? per % at 18:30 to
7.4 mcd/m?2 per % at 19:30, with R2 values between 0.9722
and 0.9946, indicating that phosphorus concentration
explains more than 97% of the luminance variability
at all observation times. All slopes were statistically
significant (p < 0.05), and F-statistics ranged from
approximately 69.8 to 365.2, confirming the robustness
of the linear relationships. The progressive decrease
in slope across time reflects the gradual decline of
luminance intensity as the evening progressed, though
the phosphorus-induced enhancement remained evident
throughout the wet surface condition.

Under sunny conditions, the relationship was even
stronger. The slopes started at 17.91 mcd/m2 per % at
18:30 and gradually decreased to 11.88 mcd/m?2 per % at
19:30. All the regressions exhibited very high R2 values
(0.9868 - 0.9999), with F-statistics ranging from 150.0
to 14,130.8 and p-values well below 0.01, indicating
highly significant effects. The higher slopes under
sunny conditions compared to rainy conditions highlight

the superior luminance performance of phosphorus-
enhanced markings in dry environments, particularly
during the earlier evening hours when ambient light is
still present.

Overall, these results demonstrate that phosphorus
concentration is a dominant predictor of luminance in
both weather scenarios, with consistently strong linear
fits. However, the magnitude of the effect (slope) is
notably greater under sunny conditions, suggesting that
the reflective and luminance-enhancing properties of
phosphorus are maximized on dry surfaces. This finding
supports the potential application of phosphorus-
enhanced thermoplastic markings to improve the night-
time visibility, especially in dry weather.

The addition of phosphorus to road markings,
particularly at a concentration of 30%, significantly
improves lighting and illumination performance under
both clear and rainy conditions. This confirms that
phosphorus is a highly promising material for enhancing
the visibility and effectiveness of road markings in
accordance with established standards. The luminance
intensity of the samples is presented in Figure 4.

3.3.2 Retroreflectivity of the road markings
The results of the road marking reflectivity test,

or light reflectance of the markings, with phosphorus
additions of 10%, 20%, and 30% are shown in Figure 5.
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Table 5 Regression summary (dry vs wet conditions with interaction)

Condition Intercept Slope (per %) R? F-statistic p-value (slope)
Dry 411.10 101.00 0.999 1457.0 0.001
Wet 295.40 74.00 0.996 456.3 0.002

Table 6 Regression summary - skid resistance (dry vs wet)

Condition Intercept Slope (per %) R? F-statistic p-value (slope)
Dry 50.90 0.290 0.984 120.1 0.008
Wet 4710 0.210 0.969 63.0 0.016

Dry Conditions £ Wet Conditions
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Figure 6 Effect of phosphorus content on skid resistance

The test results graph shows the effect of phosphorus
addition on the reflectivity of road markings. Under the
dry conditions, reflectivity tests revealed that increasing
phosphorus content led to higher retroreflective values.
Without phosphorus (0%), the retroreflectivity was 411
mcd/m2, while the addition of 30% phosphorus raised
it to 441 med/m2. All the values exceeded the minimum
standard for road marking retroreflectivity (200 mcd/
m?), indicating that phosphorus-enhanced markings
have excellent reflectivity under dry conditions.

Under the wet conditions, phosphorus addition
continued to improve retroreflectivity, though values
were lower than those under dry conditions. At 0%
phosphorus, retroreflectivity measured 295 mcd/m?,
increasing to 317 mcd/m? with 30% phosphorus. All
the measurements remained above the minimum
requirement (200 mcd/m?), proving that phosphorus-
enhanced markings remain effective even in rainy
conditions.

The incorporation of phosphorus in road marking
materials significantly enhances the light reflectance
under both dry and wet conditions. This demonstrates
that phosphorus improves visibility, which is essential
for driving safety, particularly at night or during the
rain. Although the retroreflectivity values are lower
under the wet conditions, all samples met the minimum
standard, which is reasonable since water typically
reduces light reflection. Thus, all phosphorus variations
tested fulfill the required retroreflectivity standards,
making them suitable for road marking applications.

The statistical regression analysis further confirmed
the consistency of these trends,
in Table 5.

as summarized

The regression analysis confirmed a strong linear
relationship between the phosphorus concentration and
retroreflectivity under both dry and wet conditions.
In dry conditions, retroreflectivity increased sharply
with phosphorus addition (slope = 101 med/m? per 1%,
R?=0.999), whereas under wet conditions the slope was
lower (= 74 mcd/m? per 1%, R? = 0.996) but remained
highly significant. The interaction term further
demonstrated a statistically significant difference
between the two conditions, indicating that the positive
effect of phosphorus on retroreflectivity was attenuated
under wet surfaces. All measured values were well above
the international minimum standard of 200 mcd/m?2,
demonstrating that phosphorus-enhanced thermoplastic
road markings are highly effective for ensuring visibility
and road safety, even under adverse weather conditions.

3.4 Skid resistance performance of road
markings

The results of the skid resistance test, conducted
using a Skid Resistance Tester with phosphorus
additions of 10%, 20%, and 30%, are shown in Figure 6.

The skid resistance testing was carried out under
two surface conditions: dry and wet, with phosphorus
addition variations of 0%, 10%, 20%, and 30%. The test
result table shows the effect of phosphorus addition on
the skid resistance values of the road markings, all of
which exceed the minimum standard for road marking
skid resistance (Min. 45). The increase in values
indicates that the addition of phosphorus significantly
contributes to the improvement of the road marking’s
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grip performance. Under the dry conditions, the increase
in skid resistance is more significant compared to wet
conditions. This may be due to differences in interaction
between the marking material and water, which tends to
reduce friction. Nevertheless, the skid resistance values
under the wet conditions remained above the required
minimum threshold.

Table 6 presents the regression summary of skid
resistance responses to phosphorus concentration under
both dry and wet surface conditions. The regression
analysis indicates that the skid resistance increases
with phosphorus concentration under both dry and wet
conditions. In dry surfaces, the slope was approximately
0.290 SRT per 1% phosphorus (R? = 0.984), while
in wet surfaces the slope was about 0.210 SRT per
1% phosphorus (R? = 0.969). The interaction term
(ConcentrationxWet) was -0.080 with p = 0.099,
suggesting that the difference in slopes between dry and
wet conditions is not statistically significant at the 5%
level (marginal at the 10% level).

4 Discussion

The findings of this study demonstrate that
incorporating up to 30% phosphorus into thermoplastic
road marking paint with rosin ester binder significantly
enhanced marking visibility, particularly under low-
light conditions. Visibility parameters tested luminance
intensity, retroreflectivity, and skid resistance, all
improved consistently with increasing phosphorus
content. Regression and interaction analyses further
confirmed that these improvements were statistically
significant under both dry and wet conditions, with
slightly lower effects observed in wet conditions.

This study results supported the findings of Ismail
and Nazri [10], who reported that glow-in-the-dark
phosphorus could produce luminance up to 6 cd/m?2in dry
conditions, with skid resistance and reflectivity meeting
international standards. The maximum reflectivity in
this study reached 441 mcd/m? (dry) and 317 mcd/m?
(wet), surpassing the global minimum threshold of
200 mcd/m2. These results are consistent with earlier
research [4], which confirmed that phosphorus is a more
effective additive than conventional glass beads.

Previous studies [12] reported that the phosphorus-
based resins exhibit high reflectivity performance across
various light wavelengths relevant to nighttime visibility.
Similarly, research [15] developed polyurethane-based
road marking paint with phosphorus that showed the
improved weather resistance and stable luminance
throughout the observation period. Another study [5]
reported that phosphorus enhances the mechanical
durability of road markings under extreme weather
conditions such as rain and cold.

Moreover, integration of the current findings with
recent studies [14] highlights that aluminate-based
luminescent materials such as strontium aluminate

(SrAl,O,:Eu*,Dy*) have significant potential for road
marking due to their long-lasting glow capability.
Moisture-related degradation challenges were
successfully addressed using dual organic-inorganic
coating techniques that enhance hydrothermal
durability.

The study [23] authorsexamined active luminescent
phosphorus-based road marking paint and found that
a layer thickness of 500 pm resulted in an initial
luminance of 4.38 cd/m? with optimal abrasion resistance,
even under high temperatures. This strengthens the
experimental rationale that controlling the composition
and thickness of the coating directly impacts its optical
and functional performance.

The improvement in luminance and surface
performance can be attributed to the physicochemical
interactions between the phosphorescent phosphorus
compound and the rosin ester binder. The rosin ester,
primarily composed of abietic acid derivatives, forms
a hydrophobic polymeric network that encapsulates
SrAlL,O,:Eu*,Dy3* particles. This structure prevents
excessive moisture penetration and protects the phosphor
particles from hydrolysis, which is a major factor reducing
luminescence stability. During the thermoplastic
melting and mixing process, partial interfacial bonding
occurs between ester functional groups and the phosphor
particle surfaces, enhancing particle dispersion within
the binder matrix. This uniform dispersion improves the
photon absorption and energy release, leading to a more
stable and prolonged afterglow performance under the
dark conditions. Furthermore, the viscoelastic property
of rosin ester supports mechanical flexibility and
microtexture retention on the pavement surface, which
maintains sufficient skid resistance while improving
optical brightness. These combined mechanisms explain
how the phosphorus rosin ester system effectively
enhances both luminance and surface performance,
confirming the synergistic interaction between optical
and structural properties of the composite material.

Thus, these research results are not only consistent
with previous studies but also align with the latest global
findings. The main contribution of this study lies in its
innovative combination of phosphorus and natural rosin
ester binder, an area rarely explored systematically.
This formulation significantly enhances visibility and
addresses sustainability by utilizing environmentally
friendly materials. Therefore, the approach offers
strong potential as a technical solution for improving
traffic safety, especially in poorly lit or tropical rainy
environments. The role of road markings in reducing
the crash frequency has been further supported by
recent field safety audits and predictive safety studies.
Inadequate road markings and the absence of reflective
devices have been identified as dominant contributors
to blackspot formation on highways, while improved
visibility and surface markings have been shown to
effectively reduce accident rates. Hence, enhancing
the luminance and durability of thermoplastic road
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markings, as confirmed in this study, aligns with
global efforts to reduce visibility-related traffic crashes
and supports evidence from recent safety audits and
predictive analyses worldwide [24-25].

In practical terms, the adoption of higher phosphorus
concentrations has not yet been standardized in current
road marking specifications. Most commercial products
still rely on conventional glass beads for cost efficiency
and regulatory acceptance [26]. From an economic
perspective, the introduction of phosphorus-based
thermoplastic paint may increase initial production
costs compared with conventional markings, primarily
due to the higher price of phosphorescent pigments.
However, these additional expenses could be offset
by performance benefits, such as improved nighttime
visibility, extended service life, and reduced repainting
frequency, which ultimately contribute to more favorable
long-term life-cycle costs [27]. These findings align with
broader evidence on sustainability from previous studies.
As reported in [28], advanced road marking systems
reduced glass bead consumption by approximately 54%,
paint usage by 63%, and organic solvent emissions by
97% over a 10-year life cycle. This supports the economic
and environmental arguments presented in this study,
confirming that the high-performance materials, such
as phosphorus-based thermoplastic markings, can
simultaneously enhance safety and resource efficiency.
The economic and environmental discussions in this
paper are based on theoretical assessments and
literature evidence; further experimental validation is
recommended.

In terms of environmental aspects, the
phosphorescent additive SrAlO,:Eu?,Dy®* is generally
considered chemically stable and largely insoluble in
water, which minimizes the risk of leaching and offers
a safer profile compared to the conventional heavy-
metal-based phosphors. However, previous studies
have shown that prolonged exposure to moisture may
induce partial hydrolysis, thereby reducing luminescent
performance [29]. To address this issue, surface coating
and modification techniques, such as silica or fluoride
layers, have been reported to significantly improve
water resistance and long-term stability [30-31]. These
findings suggest that while the environmental risks of
leaching are relatively low under normal conditions,
further long-term durability and environmental impact
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studies are necessary to ensure sustainable use of road-
marking materials.

Overall, those results confirm that the phosphorus
additives enhance luminance, retroreflectivity, and skid
resistance of thermoplastic road markings under both
dry and wet conditions. Nevertheless, one limitation
of this study is the absence of the long-term durability
data and field validation. Future research should
therefore include expanded testing, such as extended
durability evaluation under real traffic and weather
conditions, to validate and strengthen the laboratory
findings.

5 Conclusion

Based on the findings, adding phosphorescent
phosphorus to thermoplastic road marking paint with
rosin ester binder significantly improves both visibility
and surface safety performance. A concentration of 30%
yielded the highest light emission intensity (538 mcd/
m? under clear conditions), enhancing nighttime and
rainy-weather visibility for drivers. All the modified
samples met the SKh-1.M.03 technical specifications
and maintained safe skid resistance values on both
dry and wet surfaces, with maximum readings of
60 and 53, respectively. Therefore, incorporating up
to 30% phosphorus is recommended as an effective
safety improvement strategy to reduce accident risks by
ensuring clearer and safer road markings under low-light
or adverse weather conditions, without compromising
paint quality.
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Resume

To address the challenges of dynamic routing in the last-mile transport
logistics, an adaptive method has been developed for solving a multi-criteria
dynamic vehicle routing problem with static time windows, taking into
account the actual configuration of the urban road network and the non-
stationary traffic dynamics on its sections. At the same time, the method
enables the use of consolidated real-time data on the dynamic characteristics
of traffic flow on sections of the transport network from any sources available
at the time of optimization (e.g., GIS, road sensors, mobile devices, etc.).
The results of simulation studies using the ant colony optimization method
indicate the promising potential of the proposed approach.
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1 Introduction

One of the key approaches to improving the efficiency
of urban last-mile transport logistics is enhancing
delivery performance through the effective organization
of supply processes and route optimization. Given
the dynamic nature of urban road networks, practical
solutions require the implementation of dynamic routing
technologies that utilise the real-time data collection on
urban road network conditions and advanced methods of
discrete route optimization.

While the primary objective of general dynamic
routing is to optimize overall costs and travel time, in
last-mile e-commerce logistics, meeting delivery within
a specified time window is a critical factor. Therefore,
solving the Dynamic Vehicle Routing Problem with Time
Windows (DVRPTW) is particularly important for the
development of efficient, environmentally sustainable,
and customer-oriented logistics in the context of the
digital economy, as it enables a balance between the
delivery optimality and customer requirements. The
effective implementation of DVRPTW should contribute
to the sustainable development of cities, the reduction

of carbon footprint, and the improvement of accessibility
and quality of delivery services in e-commerce.

Indeed, urbanization and the growing volume of
e-commerce deliveries lead to increased traffic congestion
and higher emissions of harmful substances. A systematic
approach to analyzing the challenges of sustainable
urban last-mile transport (ULMT) logistics involves
the use of innovative operational and organizational
solutions, including, in particular, the deployment of
urban micro-consolidation centers (UMCCs), which
reduce delivery distances, optimize routes, lower
transport costs, and enhance accessibility for customers.
In addition to traditional vehicles, this requires the
adoption of alternative modes of transport to enhance
efficiency and sustainability - such as cargo bikes and
scooters, autonomous delivery robots, and unmanned
aerial vehicles - which help to reduce congestion and are
suitable for diverse urban environments. Accordingly,
solving the DVRPTW problem enables not only the
optimization of overall delivery routes, while accounting
for traffic dynamics on sections of urban road network,
but the efficient allocation of courier resources as well,
by minimizing idle times and empty trips, as well as
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synchronizing operations with other services such as
food, medicine, and bulky item deliveries.

Despite the significant progress, the development
of effective dynamic routing systems remains a complex
and challenging task. Although modern motion sensors
and GPS/Galileo systems have significantly improved
the real-time collection of road network data, the
implementation of intelligent optimization methods -
particularly for complex delivery configurations such as
the dynamictraveling salesman problem - remainslargely
confined to simulation studies without full integration of
actual traffic dynamics. Existing approaches address
individual aspects of the last-mile delivery, such as
route planning, scheduling, and fleet allocation. At
present, there are no advanced online routing methods
that simultaneously integrate delivery time windows
and adapt to real-time traffic conditions. This problem
can be addressed through adaptive dynamic routing
systems capable of responding to demand fluctuations,
optimizing transport efficiency, accounting for delivery
time windows, and accommodating newly emerging
orders. The development of such systems is the focus of
this study.

2 Literature review

Urban last-mile freight transport logistics plays
a key role in the functioning of modern urban ecosystems.
With the rapid growth of e-commerce, increasing order
volumes, and rising consumer expectations regarding
delivery speed and timeliness, last-mile logistics
processes are facing unprecedented challenges. These
challenges include road congestion and traffic jams, high
levels of pollution, low delivery efficiency, unpredictable
shifts in consumer expectations and order patterns,
and limited urban space for unloading and parking.
This situation, in particular, results in the last link
of the e-commerce supply chain accounting for 50%
or more of total logistics costs, along with substantial
greenhouse gas emissions and energy consumption
[1]. Thus, addressing the challenges of urban last-
mile transport logistics is crucial not only for ensuring
economic efficiency and customer satisfaction but also
for environmental sustainability.

The application of a systems approach to analyzing
the identified challenges necessitates the development
of appropriate pathways for achieving sustainable
urban last-mile transport logistics, which are linked
to the implementation of innovative organizational,
transport, and operational solutions [2]. In recent years,
the key directions for implementing organizational
innovations have included the deployment of urban
micro-consolidation centers, decentralized logistics
hubs, robotic warehouses, and the use of shared logistics
platforms that enable different companies to share
infrastructure and delivery routes. The integration of
such distribution logistics centers, automated parcel

lockers, and various crowdsourced delivery models
provides a strategic advantage by minimizing travel
distances, thereby increasing operational efficiency [2].
These innovations are essential for ensuring fast and
convenient delivery to recipients while simultaneously
reducing the carbon footprint associated with long travel
distances ([3] Mutavdzija et al., 2024). Simulation models,
such as LOCAMM (Logistics and City Architecture
Multilevel Model), demonstrate their effectiveness
in urban freight management. Studies conducted in
Dresden show that micro-hubs reduce the load on the
road network while maintaining the efficiency of last-
mile delivery operations [4].

The implementation of multi-echelon logistics
systems, intermodal transport solutions, and advanced
monitoring systems is also one of the key approaches to
achieving sustainable urban last-mile transport logistics
[5]. Particular importance is attached to the ongoing
digitalization of transport and logistics processes, which
has become increasingly evident in recent years. Studies
show that digitalization affects logistics infrastructure,
vehicle routing, and inventory management, enhancing
both efficiency and resilience [6-7]. Digital logistics
systems support the implementation of ESG principles
(Environmental, Social, and Governance) by integrating
logistics operations with clean technologies and the
sustainable development goals of cities [6]. The use
of digital twins for modeling urban logistics systems
enables more effective decision-making [8]. The use of
IoT, real-time GPS/Galileo data, predictive analytics,
and artificial intelligence in planning leads to increased
efficiency of transport operations, reduced load in
the urban road network, improved environmental
performance, and lower operational costs [9].

In addressing the last-mile delivery challenges,
a variety of solutions are employed concerning the
selection of different types of vehicles for executing
deliveries. Here, the potential use of innovative transport
modes - such as electric vehicles, cargo bikes, ground and
aerial drones - is significant for reducing energy demand
and mitigating the environmental impact associated
with last-mile delivery [10-13].

However, the implementation of environmentally
friendly transport modes faces a number of challenges. In
particular, for electric vehicles, these challenges include
operational limitations (such as limited driving range),
battery-related issues (such as long charging times), and
both infrastructural and financial difficulties in replacing
existing fleets with more sustainable alternatives due to
the need for charging stations and the high cost of vehicle
acquisition (see, for example, [2]). Accordingly, the limited
speed and load capacity of cargo bikes (CBs), along
with the need for a new road infrastructure, represent
major drawbacks for their use. Drone-based delivery also
requires additional investments, such as the development
of landing stations (see, for example, [2]). As a result, in
most countries - particularly in less developed ones - the
last-mile delivery is carried out within the framework
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of multimodal transport, using conventional vehicles at
least during the initial stages of the supply chain [10].

The implementation of modern innovative
operational solutions in sustainable urban last-mile
transport logistics is linked to the optimization of
dynamic routing processes, delivery time windows,
the location of distribution centers, environmental
impact, crowdsourcing, and business models based
on collaboration between the private enterprises and
public authorities. As the analysis shows, this set of
operational challenges can be effectively addressed
within the framework of the generalized DVRPTW
model [14-15]. Indeed, such a model makes it possible
to account for traffic dynamics on sections of the urban
road network, the stochastic nature of customer orders,
optimize courier resource allocation by minimizing idle
times and empty runs, and synchronize goods delivery
across different transport modes within multimodal
systems. The implementation of such a real-time
dynamic routing, while considering static delivery time
windows, is crucial for reducing environmental impact,
enhancing operational efficiency, and supporting the
integration with urban sustainability initiatives.

However, it should be noted that existing approaches
currently address only individual aspects of urban last-
mile transport logistics, optimizing specific logistics
tasks, such as route planning, scheduling and allocation
of vehicles, handling the stochastic nature of customer
orders, minimizing emissions, and improving vehicle
utilization. This is due to the complexity of developing
adaptive multi-factor mathematical models for the
DVRPTW optimization, particularly for complex delivery
configurations that could, in real time, simultaneously
minimize delivery costs and maximize customer
satisfaction. It is necessary to account for a large number
of parameters, including traffic dynamics, delivery
time, shipment volume, fleet size and composition, as
well as the uncertainty and variability of customer
requests during vehicle movement. Accordingly, [16]
presents a DVRPTW variant that incorporates dynamic
customer requests and variable time windows. In this
case, a multiple ant colony algorithm combined with
powerful local search procedures is proposed to solve
the DVRPTW. In [17], a literature review is presented
on shortest path optimization for courier services using
heuristic and metaheuristic algorithms. In [18], the
vehicle routing problem, involving multiple vehicles,
time windows, and heterogeneous fleets, was addressed
using ant colony optimization. To integrate the dynamic
routing with urban micro-consolidation centers, where
customer requests are directed to alternative third-
party transshipment points in accordance with existing
time window allocations, Adaptive Large Neighborhood
Search algorithms are applied [19].

Recent research on DVRPTW solution methodologies
indicates a trend towards the integration of heuristic and
metaheuristic optimization algorithms with Al-based
machine learning methods [15]. For example, hybrid

models, combining deep reinforcement learning and
simulated annealing-based optimization heuristics, are
applied to vehicle routing problems that take into
account time windows, as well as both known and
stochastic customer behavior [20]. This enables the use
of machine learning potential to search for adaptive
routing solutions. Such models improve real-time route
optimization by analyzing historical traffic patterns
and fluctuations in delivery demand [21], enabling
highly efficient management of the delivery process
[22]. In [23], the application of metaheuristic and
traditional algorithms to intelligent logistics planning
is examined. It is shown that the highest performance
and accuracy are achieved using ant colony optimization
(ACO) algorithms. In [24], an analysis is provided on
the prospects of integrating the neural network-based
predictive analytics, route optimization algorithms,
real-time tracking systems, and sustainable practices
to address last-mile delivery challenges. In [25], to
enhance the effectiveness of forecasting based on deep
learning neural networks, the use of social media data
is proposed. The proposed traffic forecasting framework,
based on historical data, allows for the integration of
additional analytical methods to further improve vehicle
routing. These include modelling tools such as agent-
based simulation, discrete-event simulation, and system
dynamics modelling. The approaches presented in [15,
19, 21-22, 25] have the potential to reduce the delivery
costs through fuel savings and increased efficiency;
however, they do not resolve the challenge of real-time
routing.

Thus, the conducted analysis reveals that the
literature lacks comprehensive solutions to DVRPTW
problems for urban last-mile transport logistics that
simultaneously account, in real time, for the actual
configuration and non-stationary traffic dynamics of the
urban road network. Recent studies on dynamic vehicle
routing within the traveling salesman problem (TSP)
framework, conducted in [26-28] without consideration
of time windows, indicate the promising potential of
the approaches developed in these works for addressing
DVRPTW problems.

Building upon [26-28], the results of developing
a method for solving multi-criteria DVRPTW that
accounts, in real time, for non-stationary traffic dynamics
on the sections of the urban road network, are presented
in this paper. The optimization criteria in this case are
the minimization of total transport costs (in terms of
route time) and the maximization of overall customer
satisfaction. The solution strategy is based on the use
of a modified Al method for the ant colony optimization
(ACO, ), which contains the concept of Pareto optimality
for multi-objective optimization. Based on the developed
method, an adaptable information system for dynamic
vehicle routing with time windows is proposed for use in
urban last-mile transport logistics. Within the adaptable
information system DVRPTW framework, it is possible
to take into account the actual configuration of the
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urban road network and utilise consolidated data on the
dynamic characteristics of traffic flows on sections of
this network from any sources available at the time of
operation (e.g., GIS, road sensors, mobile devices) during
the optimization process.

3 Research methodology

In this article are presented the results of
developing a real-time DVRPTW solution method for
urban last-mile transport logistics, based on solving
an asymmetric Dynamic Traveling Salesman Problem
with Time Windows, taking into account the actual
configuration of the urban road network and traffic
flow dynamics on its sections. Following [26], the
urban road network is represented as a bidirectionally
oriented weighted graph, where the nodes correspond to
delivery points with time windows and depots. The arcs
contain a sequence of urban road network sections, the
traversal of which defines the optimal route between the
corresponding pair of delivery points at specific times of
the day. The solution of the DVRPTW in urban last-mile
transport logistics is based on the following assumptions.

Delivery points may include customers, hubs, and
parcel lockers. Parcel lockers are located in easily
accessible areas for both couriers and customers, such as
large residential neighborhoods or near public transport
hubs.

The dynamic nature of the problem is due to the
fact that routes may change in real time as a result of
new orders or unforeseen events (e.g., changes in traffic
flow dynamics on the urban road network sections, road
congestion, weather conditions, etc.).

The delivery time windows (slots) generally differ
for each delivery point, depending on factors such as
order priority; however, the overall delivery timeframe
is defined within the limits of a single day (e.g., night to
morning, morning to noon, noon to evening, etc.).

For hubs and parcel lockers, the volume of goods
and the number of delivery points are sufficiently large,
and the delivery points are spaced far apart, making
the use of pedestrian couriers and couriers on “green”
transport modes inefficient in Dynamic Traveling
Salesman Problem with Time Windows solutions. The
use of bicycles, drones, or electric scooters is applied
for short distances - from hubs to parcel lockers and
from parcel lockers to customers - which aligns with the
concept of sustainable development.

In urban settings, dynamic routing for deliveries
from hubs to parcel lockers and from parcel lockers to
customers is generally not relevant, as the movement
is largely unaffected by traffic dynamics (couriers travel
on foot, by bicycle, or scooter over relatively short
distances).

The distribution of time windows at the delivery
points allows all deliveries in the dynamic problem
under consideration to be performed by a single vehicle.

To solve a Dynamic Traveling Salesman Problem
with Time Windows, the use of a modified ant colony
optimization algorithm, ACO,_ ,, is proposed. The choice
of the ant colony optimization algorithm, as an Al
optimization method for solving the last-mile urban
transport logistics problems, is motivated by several
factors. First, the ACO and its modifications are more
versatile compared to most other heuristic optimization
methods (see, for example, [28]), allowing for the solution
of routing problems in urban road networks of the required
scale. In addition, the ACO and its modifications often
demonstrate higher performance [28]. Moreover, due to
their synergetic nature, the optimization mechanisms
of ACO and its modifications resemble the dynamics of
traffic flow, particularly in high-density areas [28]. It
should be noted that such synergetic effects are observed
in nonlinear, nonequilibrium, dissipative systems of
various physical natures (see, for example, [29-30]).

The modification of the classical ACO algorithm
[31], to account for the time windows, which is used
in this paper, is described in [32]. Here, the original
transition rule of the classical ACO algorithm, which
governs the movement of an ant from node i to node
J, takes the following form in the modified algorithm
ACO_
argmax (7:) (7)Y (g2 (k) if ¢ < qo
zE N; , (D
S, otherwise

j:

where: 7. 1is represents the current amount of
pheromone on the path from node i to node z; 7 is
denotes visibility, which in the classical algorithm is
defined as the inverse of the distance (7. = 1/d:);
giz 1s a heuristic that ensures prioritization of
transitions to nodes whose upper time window bounds
are closer to the ant’s expected arrival time at the
node z; h_ is a heuristic that aimed at minimizing
the ant’s waiting time in cases where it arrives at
a node before the lower bound of the time window; g,
(0 £ g,< 1) is a user-defined parameter that determines
the probability of selecting the most attractive node
for the next move; ¢ is a random number drawn from
a uniform distribution over the interval [0, 1]; N, is
the set of nodes not yet visited by the ant; «, 3,6,y
are user-defined parameters that control the influence
of Tiz, iz, gz and h,, respectively; S is a probabilistic
transition rule that defines the probability P, of an ant
moving from node i to node j.

In presented case, in the modified ant colony
optimization algorithm ACO_,, unlike the classical
ACO, two additional local heuristics g:: and &, are used
in Equation (1). In addition, according to the delivery
time minimization criterion in DTSPTW, the visibility
N = 1/t, where t, - is the expected travel time from
node i to node z. Then, taking into account the heuristics
gi- and h_, the transition probability PL.J. is determined
as follows:
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() (1) (g5)° (hy)
ZZEN;'(Tiz)a(niz)ﬂ(giz)e(hiz)y,
0. otherwise,

P = lf]ENi(Z)

where the heuristic g;. is calculated according to [32]
as follows:

1 s
0 = 1T T exp(3(Ga =Gy 2= 0 3)

0, otherwise.

Here G, = b, — t_, where b, is the upper bound of
the time window at node 2, and ¢, is the estimated
arrival time of the ant traveling from node i to node z;
J is user-defined parameter, which controls the slope
of the function; Gavg is average of all Gij where Gij >0,
J € N,[32]. It is worth noting that although Equation (3)
formally allows g.. =0, in the algorithm implementation,
it is advisable to replace zero with a sufficiently small
non-zero value to avoid zero transition probabilities in
Equation (2).

According to [32], the heuristic /, in Equations (1)
and (2) is calculated as follows:

1 A
h =11+ exp(A(Ha — Hog)) M= 0 )

0, otherwise.

Here H,_ = a, - t_, where a, is the lower bound of
the time window at node z, and ¢, is the arrival time
of the ant currently at node i, traveling to node z; A is
user-defined parameter, which controls the slope of the
function; H_ is average of all Hij ,where Hij >0,j € N,
[32].

In the classical ant colony algorithm [31] ants
are uniformly distributed across all the nodes at the
start of each iteration to enhance exploration. In
contrast to [31], the present approach requires placing
all ants at the same node to correctly account for the
time window constraints, as time window feasibility
necessitates a consistent temporal reference across all
the ants within a single iteration. Thus, in the proposed
modification of the Ant Colony Optimization model,
the artificial ants start each iteration from a single
location - either from the current position of the vehicle
in the dynamic version of the Travelling Salesman
Problem with Time Windows or from the starting depot
in its static version. Although this approach somewhat
reduces the algorithm‘s exploration capabilities, this
limitation can be mitigated by appropriately decreasing
the value of the parameter ¢, in Equation (1).

Thus, the main advantages of using the proposed
ACO_ , algorithm for solving the Dynamic Travelling
Salesman Problem with Time Windows include its
relatively high performance, configurational flexibility
to meet user-specific needs, and the minimization of
vehicle idle time at delivery points. At the same time,
the optimization criterion can be defined by redefining

1, while the degree of influence of the time windows
is controlled through the user-defined parameters. For
example, in the cases where the strict adherence to time
windows is required, higher values can be assigned to
the parameters 0, and 7y . Conversely, if the priority is
to minimize delivery time ¢  , it is recommended to use
N = 1/d;; instead of 7 = 1/t and to assign a higher
value to the parameter . Thus, the proposed method
enables the implementation of the Pareto optimality
concept for multi-objective optimization.

Based on the developed method, the adaptable
information system DVRPTW system has been proposed
for use in urban last-mile transport logistics. The model
of this system is schematically illustrated in Figure 1.
Adaptable information system DVRPTW performs two
main functions: it monitors the state of the urban road
network based on section characteristics obtained from
various data collection sources, and it supports the
dynamic online optimization of routes using current or
historical urban road network condition data.

To address the urban road network state monitoring
task, it is necessary to collect and process data from
all the available sources of information regarding the
dynamic and sections static characteristics of this
network. In this context, a key role is played by the
monitoring of dynamic characteristics of urban road
network sections, such as traffic flow parameters
(average speed, density and intensity), environmental
indicators (emissions of carbon dioxide (CO,), particulate
matter (PM), nitrogen oxides (NO ), sulfur oxides (SO),
volatile organic compounds (VOCs), etc.), noise pollution
and others. Particular attention should be given to
monitoring of environmental indicators, which play
a significant role in the implementation of modern
urban transport logistics methods aimed at realizing the
concept of sustainable development.

In the absence of current values for certain dynamic
characteristics of an urban road network section, they
can be estimated based on the available current values
of other characteristics and historical data. For example,
in [27], the average traffic flow speed is calculated
through an approximation using the current data on
traffic intensity at the section under study and historical
data on traffic density from a representative section
within the homogeneous cluster of urban road network
to which the section belongs.

To collect and store data on the characteristics
of sections for the purpose of generating consolidated
information on urban road network conditions, the
proposed adaptable information system DVRPTW
includes a dedicated subsystem called the “Urban Road
Network State Monitoring Subsystem” (see Figure 1).
This subsystem contains modules for processing and
storing information on the condition of sections from
various sources, such as GIS platforms, traffic sensors,
air pollution detectors, VANET, MANET systems, and
others. The system administrator configures access
to available data sources and sets up update triggers
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Figure 1 Model of the adaptable information system for solving the DVRPTW with consideration
of real-time urban road network conditions

according to user requirements. The subsystem retrieves
data on urban road network section conditions based on
these predefined triggers and stores it for subsequent
use in dynamic routing processes.

In the proposed adaptable information system
DVRPTW, the task of dynamic user routing is handled by
the “Route Optimization Subsystem” (see Figure 1). This
subsystem incorporates various optimization methods
and algorithms to solve different types of dynamic
routing problems. It is important to emphasize that
the optimization methods included in the system must
be sufficiently versatile to address problems involving
complex, multi-factor optimization criteria, while also
being flexible and responsive to dynamic changes in
the urban road network state. In this study, the ACO_ ,
algorithm is employed, with its application justified in
the preceding sections.

At the start of the journey from the depot, the
user submits a request to the system, including all the
necessary input data according to the specific VRP type,
such as the route optimization criterion, the locations of
delivery points, their respective time windows, and/or
other constraints. The Route Optimization Subsystem
retrieves current data on the state of the urban road
network in the required representation based on the
problem type, determines the optimal solution using
the most appropriate method for the given task, and
sends the optimized solution back to the user. Dynamic
re-optimization of the route occurs during the execution

of the optimized path, depending on changes in current
traffic characteristics on urban road network sections,
the appearance of new orders, and other factors.

The operation of each subsystem is closely linked to
the specifics of accessing information sources regarding
the urban road network characteristics. To store
historical data and enable its subsequent analysis,
the system includes a dedicated data warehouse. For
deploying such a system, the use of modern cloud
technologies is recommended.

In authors’ prior work [33] the architectural
implementation of adptable intelligent transport system
for dynamic routing is presented. The system's technical
implementation leverages Amazon Web Services
(AWS), which provides high level of cybersecurity,
reliability, and system performance. The urban road
network monitoring subsystem is built on a serverless
architecture, enabling the robust scalability and efficient
resource utilization when processing large volumes of
real-time data from diverse sources. A dedicated data
synchronization process leverages the AWS services such
as Lambda, SQS, and DynamoDB to collect and store
current urban road network characteristics. This real-
time data is then consumed by the route optimization
subsystem to support dynamic re-optimization. The
re-optimization process is automatically triggered during
route execution according to user-defined configurations,
ensuring that the system remains both responsive
and reliable.
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Table 1 Warehouse and shops (delivery points) with time windows

Point ID Address Time Window

0 82 Kyrylivska Street

1 24 Beresteiskyi Avenue 9:30 - 13:00
2 40 Mytropolyta Vasylia Lypkivskoho Street 9:30 - 11:30
3 50 Antonovycha Street 9:00 - 12:30
4 2 Vasylkivska Street 9:30 - 11:30
5 24 Lesi Ukrainky Boulevard 8:30 - 11:00
6 3A Mykhaila Hryshka Street 8:30 - 10:30
7 22/20 Petra Hryhorenka Avenue 8:00 - 11:00
8 2A Kharkivske Highway 8:00 - 10:30
9 12V Voskresenska Street 6:30 - 9:30
10 7/11 Khreshchatyk Street 6:00 - 9:00

4 Result and discussion

To evaluate the proposed DVRPTW method within
the context of urban last-mile transport logistics,
a series of simulation studies were conducted. The
selected case involved the distribution of goods to retail
outlets in Kyiv. During the simulation, a Dynamic
Traveling Salesman Problem with Time Windows was
solved in which a delivery vehicle transported customer
orders from a warehouse (depot) to 10 designated
delivery points and then returned to the depot. Those
delivery points corresponded to branches of the well-
known e-commerce retailer ,Rozetka,” which possesses
a developed logistics infrastructure including stores,
pickup points, and parcel lockers [34].

The addresses of the stores (delivery points) and the
corresponding time windows for receiving the goods are
summarized in Table 1. The column “Point ID” contains
the identifiers of the points (the depot is assigned ID
0, and delivery points are numbered 1-10); the column
“Address” specifies the address of each point; and the
column “Time Window” indicates the time interval
during the day which the respective delivery point can
accept goods from the depot.

A graphical representation of the delivery point
locations is shown in Figure 2.

The simulation studies were conducted under the
following conditions:

* A truck loaded with customer orders departs at
7:30 AM from the warehouse (depot) - Point 0 (82
Kyrylivska Street).

®  Due to the specific organization of store operations
(e.g., workload balancing, urgent orders, etc.), each
store has its own delivery schedule, meaning a static
time window during which the delivery point is able
to accept goods (see Table 1).

¢ The optimization criterion is the minimization
of the total time spent on delivering goods to the
specified stores in strict compliance with the defined
time windows, followed by a return to the warehouse
(depot). The optimization was carried out using

the proposed method described in Section 3, with

the following parameter values: ¢, = 0.9, o = 1,

B =5 6 =205 v =3 6 A = 0.05,

p = 0.1, m = 10. This parameter configuration,

except g, was adopted from [32]. The value of

q, was reduced to enhance ACO,_ , exploration,

which refers to the algorithm’s ability to search

a broader range of potential solutions rather

than prematurely converging. Such exploration

is particularly important for the re-optimization
process in dynamic scenarios.

*  Unloading of goods at each store takes 15 minutes.

* Route re-optimization is performed after the goods
are unloaded at a delivery point, and before the
vehicle departs for the next destination.

¢ In the course of the simulation studies based on the
proposed method, dynamic routing is carried out
using the real-world data on the state of the urban
road network, including GIS-based traffic data for
sections (obtained from the Azure Maps service

[35]) and data from road sensors located on selected

sections.

e After completing deliveries to all the stores, the
truck must return to the warehouse (depot).

The results of the simulation study on dynamic
routing of goods deliveries to the specified “Rozetka”
stores, taking into account time windows, are presented
in Table 2. The symbol * marks the delivery point
at which re-optimization is performed. The column
“Current Time” indicates the time of day when the route
was re-optimized. The column “Optimal Route” lists the
optimal sequence of delivery points obtained as a result
of re-optimization at the respective delivery point. The
column “Current” provides the expected time (in seconds)
for the optimal route obtained through re-optimization
at that delivery point. The column “Previous” shows the
expected time of the optimal route obtained from the
previous re-optimization but recalculated for the current
dynamic state of the network. The column “Initial” gives
the expected time for the optimal route obtained from
the initial optimization (at the time of departure from
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Table 2 Results of dynamic freight delivery routing with time windows in the urban road network of Kyiv
) ) Optimal route expected time, s
Current time Optimal route

Current Previous Initial
07:30:00 0%10-9-8-7-6-5-4-3-2-1-0 15792 - -
07:57:15 0-10*%9-8-7-6-5-4-3-2-1-0 15755 15755 15755
08:24:26 0-10-9%8-7-6-5-4-(2-3)-1-0 18247 17974 17974
08:48:53 0-10-9-8%(5-7-6)-4-2-3-1-0 18420 18625 18248
09:16:05 0-10-9-8-5%(6-7)-4-(3-2)-1-0 17342 18469 17517
09:42:30 0-10-9-8-5-6%7-4-3-2-1-0 16645 16645 16766
10:01:12 0-10-9-8-5-6-7%4-3-2-1-0 16335 16335 16438
10:29:03 0-10-9-8-5-6-7-4%3-2-1-0 16237 16237 16359
10:53:36 0-10-9-8-5-6-7-4-3%2-1-0 16168 16168 16283
11:15:42 0-10-9-8-5-6-7-4-3-2%1-0 16197 16197 16331
11:36:35 0-10-9-8-5-6-7-4-3-2-1%0 16184 16184 16324
11:59:44 0-10-9-8-5-6-7-4-3-2-1-0* - 16184 16324

* the current delivery point where re-optimization is being performed

the depot), but recalculated for the current dynamic
state of the network, as well. In parentheses is shown
the section of the route that is modified as a result of
the re-optimization.

across the urban road network sections and the failure
of some delivery time windows to align with the arrival
times generated by the previously optimized route

configurations, based on earlier (previous) states of
As evident from Table 2, the simulation studies, traffic dynamics.

conducted using the proposed DVRPTW method in
urban last-mile transport logistics, revealed several
effects associated with the restructuring of the optimal
route. For example, at specific times of day - 08:24:26,
08:48:53, and 09:16:05 - the optimal route is rebuilt (see
Table 2) due to changes in traffic flow load distribution

For instance, at 08:24:26, the optimal route was
adjusted: the section 4-3-2-1 was restructured to 4-2-3-
1. In this case, the travel time of the newly optimized
route (18247 s =~ 304 min) became longer than that of
the previously determined optimal route (17974 s =
300 min) due to an increase in traffic density - and
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consequently, a decrease in average speed - on certain
sections of the urban road network. At the same
time, an interesting observation is made (see Table 2).
Route optimization at Point 9 at 08:24:26 reveals that
the previously determined optimal route at Point 10
at 07:57:15 (0-10*-9-8-7-6-5-4-3-2-1-0) fails to ensure
compliance with the delivery time windows at some
of the subsequent points according to the specified
optimal route configuration. Specifically, according to
this route, arrival and completion of unloading at Point
2 is scheduled for 11:36:52 (see Table 2), whereas the
time window for Point 2 is 09:30 - 11:30 (see Table 1).
In contrast, for the updated optimal route generated
at Point 9 at 08:24:26 - taking into account the current
urban road network states - arrival and completion
of unloading at Point 2 occurs at 11:12:49, which
ensures compliance with the established delivery time
window.

Next, at Point 8 at 08:48:53, the optimal route is
further rebuilt - based on updated trafic data - to the
configuration (0-10-9-8%-5-7-6-4-2-3-1-0), resulting in
a reduction of the expected total delivery time from
18,625 s (= 310 min) to 18,420 s (= 307 min) (see Table
2). Accordingly, at Point 5 at 09:16:05, re-optimization
also results in a rebuilding of the optimal route to
the configuration (0-10-9-8-5%-6-7-4-(3-2)-1-0), which
reduces the expected total route time by 6.1% (1,127
s =~ 19 min) - from 18,469 s (= 308 min) to 17,342 s (=
289 min) (see Table 2). Interestingly, the rebuilding
of the optimal route at Point 5 resulted in a reverse
inversion of the sequence (3-2) to (2-3), which had
previously occurred during the re-optimization at Point
9. Such a change in route configuration, resulting
from decreased traffic intensity on urban road network
sections, not only shortened the total route duration,
but restored compliance with the time windows that
had been violated at Point 9 at 08:24:26, as well. Now,
the completion of delivery and unloading at Point 2 is
scheduled within the designated time window of 09:30 -
11:30, specifically at 11:26:13.

Thus, the results of the simulation studies
demonstrate the sufficient effectiveness and adaptability
of the developed dynamic routing method with static
time windows for urban last-mile transport logistics.

5 Conclusion

This study addressed the dynamic routing problems
in urban last-mile transport logistics by developing
a multi-criteria DVRPTW method that accounts non-
stationary traffic dynamics on urban road network
sections in real time.

The optimization criteria in this case are the
minimization of total transport costs (in terms of
route time) and the maximization of overall customer
satisfaction. The solution strategy is based on a modified
Al optimization method using the ant colony system,

ACO_ ,, which incorporates the concept of Pareto
optimality for multi-objective optimization. Based on
the developed method, an adaptable information system
for dynamic vehicle routing with static delivery time
windows has been proposed. The presented system is
a universal solution for addressing the dynamic routing
problems in transport logistics, as it incorporates
capabilities for accounting for the actual configuration
of the urban road network and enables the real-time use
of consolidated data on dynamic traffic characteristics
across network sections from any available sources at
the time of operation (e.g., GIS, road sensors, mobile
devices, etc.).

To validate the proposed method, simulation studies
were conducted to determine the optimal route within
the framework of an asymmetric Dynamic Traveling
Salesman Problem with Time Windows, using travel
time as the optimization criterion. These studies
conducted in the urban road network of Kyiv, with
deliveries to e-commerce retailer Rozetka pickup
points, demonstrated the method’s effectiveness and
adaptability. The results showed that the optimal route
is dynamically restructured in response to changing
traffic load, ensuring that the deliveries remain within
designated time windows. For example, some deliveries
that would have violated their time windows under
previously determined routes were successfully rebuilt
through real-time optimization, and total travel time
reductions of up to 6% were observed due to improved
route sequence. These findings highlight the method’s
capability to adjust to traffic fluctuations, restore
compliance with delivery schedules, and reduce overall
route durations, confirming its practical value for urban
last-mile logistics.

Despite these positive results, some limitations
should be noted. The method was tested in a medium-
sized urban segment with a single-vehicle case, and
scaling to very large metropolitan networks may
significantly increase computational requirements. While
the architecture of the proposed system theoretically
does not impose strict limitations on computing capacity,
in practice its performance and stability are strongly
influenced by the hosting environment, including
the cloud infrastructure configuration and resource
allocation. In addition, the approach assumes reliable
and continuous access to traffic and environmental data;
in the real-world conditions, incomplete or inconsistent
data streams may reduce solution accuracy. Finally,
the applicability of the method in other contexts - such
as multimodal logistics systems, suburban areas, or
cross-border transport corridors - remains to be further
investigated. These limitations outline promising
directions for future research.

Overall, the study demonstrates that developed
method and information system DVRPTW propose
a practical and adaptable approach to dynamic routing
in urban logistics, effectively balancing operational
efficiency and delivery reliability.
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1 Introduction

Modern transportation systems have undergone
the rapid transformation over past decade, primarily
driven by the spread of digital platforms and the rise
of real-time service coordination. In both passenger
and freight sectors, technological advancements have
enabled unprecedented levels of flexibility, speed,
and user-centered customization. Same-day delivery
services, app-based ride-hailing platforms, and real-
time tracking have become standard features across
much of the logistics landscape. These developments
have not only improved operational efficiency but
have also reshaped customer expectations regarding
accessibility and responsiveness.

While many aspects of transportation have advanced
significantly, the mobility of nonemergency patients,
particularly in urban healthcare environments remains
a complex, evolving area with ongoing challenges. While
the ambulances and specialized vehicles are available
for critical or long-distance cases, patients attending
routine appointments often rely on public transport

or private vehicles. However, these alternatives are
frequently unsuitable for elderly individuals or those
with reduced mobility, as they may involve multiple
transfers and long walking distances. Furthermore,
private vehicle use is not always a viable option for
older adults due to physical or cognitive limitations, and
services such as taxis or ride-hailing platforms (e.g.,
Uber) can be prohibitively expensive for regular use.

In this study a door-to-door, ride-sharing-
based patient transportation model that operates
with a single vehicle is introduced. The model builds
upon the well-established Dial-a-Ride Problem (DARP)
framework, which is widely used in demand-responsive
transportation systems [1]. It is designed to coordinate
multiple patient pickups and drop-offs, while respecting
strict time windows and compatibility constraints. The
objective was to minimize the total distance traveled by
a vehicle, while maximizing its utilization [2].

In the previous work [3] authors studied a problem
in which patients are transported to the same hospital
by a single vehicle. Each patient specifies their desired
arrival time, earliest possible pickup time, and a

© 2026 THE AUTHORS

COMMUNICATIONS 28 (1) E13-E20


https://orcid.org/0009-0006-7252-1448
https://orcid.org/0000-0002-1563-583X
https://orcid.org/0000-0003-0970-7267

E14

TOTH et al.

realistically acceptable maximum travel duration. The
model also takes into account the number of passengers
at each pickup location, as well as their specific mobility-
related requirements.

Four MILP models of the problem were proposed
and tested on 5 different sized problems. The largest
problem contained 30 pickup points and 60 patients. The
best model was able to find the optimal solution in all of
the problems in less than 60 seconds.

In this article, the previously examined patient
transportation problem is extended by incorporating
two real-world features that are essential for practical
implementation: (1) the incompatibility between
infectious and noninfectious passengers, who must
not share the same route segment; and (2) mandatory
vehicle disinfection after the transportation of infectious
patients, which requires the vehicle to return to the
depot before continuing its route. These additional
constraints are motivated by infection prevention
protocols, particularly those introduced during the
COVID-19 pandemic, and they are critical for designing
safe and regulation-compliant patient logistics systems.

To address the extended problem, a mixed-integer
linear programming (MILP) model is proposed that
incorporates infection-aware constraints, such as
passenger incompatibility and mandatory vehicle
disinfection. The model is tested on various infection
scenarios to evaluate its efficiency and scalability. By
embedding these constraints into an exact optimization
framework, this study contributes both to the theoretical
advancement of compatibility-sensitive DARP
models and to the practical development of patient
transportation systems that comply with modern public
health standards.

2 Literature overview

The Dial-a-Ride Problem (DARP)
established framework in transportation research,
particularly suited for modelling the demand-responsive
services where users specify pickup and drop-off
locations, time windows, and service preferences. In its
classical form, a fleet of vehicles departs from a depot
to fulfill transport requests while minimizing total
travel costs or distance, subject to vehicle capacities and
temporal constraints [4].

Over the past decade, DARP has been adapted
for a variety of real-world applications. Bongiovanni
et al. [5] addressed an electric autonomous DARP
variant, taking into account energy constraints and
recharging infrastructure, by applying a branch-and-cut
algorithm. Similarly, Agra et al. [6] explored the use of
a new branching algorithm to solve a continuous-time
inventory routing problem involving both pickups and
deliveries, showcasing the flexibility of the DARP model
in logistics domains.

Within the healthcare sector, patient transportation

is a well-

presents additional challenges, including medical
requirements, service reliability, and personnel
scheduling. Lim et al. [7] proposed a methaheuristic to
solve a patient transportation problem in Hong Kong that
includes staff scheduling as well. Luo et al. [8] further
extended this work by including constraints for the staff
breaks and rest periods, and developed a two-phase
branch-and-price-and-cut algorithm. In rural Austrian
contexts, Armbrust et al. [9] investigated a dynamic
deterministic DARP in which the goal was to minimize
a linear combination of the total kilometer travelled by
the vehicles, the number of the vehicles and the number
of the unmet requests. Their hybrid approach combined
MILP and large neighborhood search techniques.

One of the most relevant themes for this study
is passenger compatibility, especially in the context
of infection risk. Molenbruch et al. [10] proposed a
bi-objective DARP formulation in which the compatible
patients were grouped based on medical needs. Schulz[11]
introduced a more refined compatibility model, defining
customer types based on their ability or willingness
to share a vehicle. Their branch-and-cut algorithm
ensured that mutually incompatible passengers would
not be transported together. Further advancements
were made by Lokhandwala et al. [12], who introduced
a graded preference scale for ride-sharing, ranging
from those who prefer to ride alone to those who prefer
shared travel. The authors applied a column generation
approach to address the problem.

The issue of incompatibility also arises in freight
and postal delivery contexts. Colombi et al. [13] studied
the rural postman problem with incompatible deliveries,
modelling route penalties based on pairing constraints.
Bernardino et al. [14] applied iterated local search to
solve the family Travelling Salesman Problem (TSP)
with incompatibility constraints. In the freight sector,
Manerba et al. [15] and Gendreau et al. [16] developed
multivehicle models to address pairwise incompatibility
between transported products, leveraging exact methods
including branch-and-cut and hybrid column generation.
Factorovich et al. [17] studied the pickup and delivery
problem with incompatibilities. In their work, a single
vehicle is used to transport the goods, but the problem
does not contain time windows or maximum riding
times.

Despite the breadth of research on compatibility-
aware routing, this literature review found no prior
studies that explicitly integrate the infection-based
patient incompatibility and mandatory vehicle
disinfection procedures into a MILP-based DARP model.
This represents a significant research gap, especially
in the post-pandemic context where infection control
measures are crucial in public health transportation.
The present study addresses this gap by developing
a model that combines infection-aware constraints
with exact optimization techniques, making it
directly applicable to real-world healthcare logistics
planning.
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3 Problem description

Let G = (V, E) be a directed graph whose vertices
are labeled from 0 to N + 1, where N is the number of
the pickup places. The depot is represented by point
0, the hospital is represented by point N + 1, and the
pickup points are represented by the vertices 1, 2, ...
N. Every arc (i, j) of the graph has two nonnegative
weights: the traveling distance between points i and j
and the traveling time from point i to point j. Starting
from a depot a single vehicle visits the pickup points
and transports the patients to the hospital. After all
the patients are transported to the hospital, the vehicle
returns to the depot. There is a predefined time window
during which the vehicle must start and complete its
tour. In the examined scenarios, the operating company
allows vehicle operations only between 6:00 AM and 6:00
PM. This constraint limits both the earliest departure
from the depot and the latest return, ensuring that all
the patient transport activities occur within standard
working hours. Furthermore, the vehicle has two
different capacities, one for the number of the patients,
and another one for the number of the mobility-impaired
patients that can be transported by a vehicle. For
each pickup point i a list containing the following key
parameters is known:
¢ The number of patients at point i,
¢ The number of mobility-impaired patients at point i,
e The earliest time the vehicle can pick up the

passengers at point i,

*  An upper bound on the riding time of the passengers

at point i,

* A due date at which the passengers at point i have
to arrive at the hospital,

* The boarding time of the patients at point i on the
vehicle, and

* The possible presence of infectious patients among

the passengers at point i.

The vehicle has to visit each pickup point exactly
once, which implies that for each pickup point, neither
the number of the patients nor the number of the
mobility-impaired patients exceeds the corresponding
capacity of the vehicle. Since the goal is to protect
patients from infection, infectious and noninfectious
patients cannot be transported together. Furthermore,
after the vehicle arrives at the hospital with infectious
patients, it has to go back to the depot and undergo a
disinfection procedure before continuing its tour. Finally,
once the vehicle arrives at the hospital all the patients
must get off the vehicle. The goal is to find the optimal
route for a vehicle, which satisfies all of the constraints
and minimizes the total distance run by the vehicle.

4 Mathematical formulation

To formulate the problem as a MILP model, the
problem is first transformed into a Traveling Salesman

Problem (TSP) with additional constraints.

To model the hospital connections, we define an
extended graph G’ = (V’, E’), where each pickup point
i has a corresponding hospital point i + N. The G’ is a
directed graph whose vertices are numbered from 0 to
2N + 1. Vertex 0 is the depot, the vertices labeled as
1, 2, ... N are representing the pickup points. For each
pickup point i there is a corresponding ’hospital point
in G’ denoted by i + N. For each pickup point i patients
at point i have to be transported to the corresponding
hospital point i + N. Thus, the new graph G’ has N
hospital points. In G’, the traveling time and the
distance between points i and j are defined as follows:

e if i is a pickup point or the depot, and j is a pickup
point, then the traveling time and the distance
between points i and j in G’ are the same as in G;

e if{is a pickup point or the depot, and j is a hospital
point (i.e., N + 1 < =j <= 2N + 1), then the traveling
time and the distance between points i and j in G’
are the traveling time and the traveling distance
between i and the hospital in G;

e if i andj are both hospital points, then the traveling
time and the distance between points i and j are 0
in G’

e if i is a hospital point, then the traveling time and
the distance between point i and point 0 (i.e. the
depot) in G’ is the traveling time and the distance
between the hospital and the depot in G;

e if { is a hospital point corresponding to a pickup
point with noninfectious patients and j is a pickup
point, then the traveling time and the distance
between points i and j in G’ are the traveling time
and the distance between the hospital and j in G;

e if { is a hospital point corresponding to a pickup
point with infectious patients and j is a pickup
point, then the distance between i and j in G’ is the
sum of the distance between the hospital and the
depot in G and the distance between the depot and j
in G (i.e., DL.J. =D, + DOJ.);

e finally, if i is a hospital point corresponding to a
pickup point with infectious patients and j is a
pickup point, then the traveling time from i to j in
G’ is set to the sum of the traveling time from the
hospital to the depot in G, the traveling time from
the depot to j in G and the time of the disinfection
procedure at the depot (i.e., T, = T, + T +disinf).

It can be easily seen that a tour in G’ yields a tour in
G. However, a tour in G’ may not yield a feasible solution
of the original problem. To show this, a problem with 4
pickup points is considered. In this case, vertex 0 is the
depot, vertices 1/2/3/4 are the pickup points and vertices
5/6/7/8 are the hospital points in G’. The tour 0-1-6-4-
3-2-5-7-8-0 is not a feasible tour since the patients at a
pickup point 2 are picked up after that vehicle visited
the corresponding hospital point 6. Furthermore, the
tour 0-1-2-3-5-6-4-8-7-0 is not a feasible tour either,
because patients at pickup point 3 are transported to
the hospital but they do not get off the vehicle there (the
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vehicle visits pickup point 3, then it travels to hospital

points 5 and 6, but before reaching hospital point 7 (the

delivery point of pickup point 3) it visits pickup point 4).

So, in order that the solution of the TSP in G’ yields the

optimal solution of the original problem, the model has

to ensure that:

* the constraints associated with the vehicle
(capacities of the vehicle (patients, mobility-
impaired patients) and the passengers (maximum
riding time, earliest pickup time, maximal arrival
time, incompatibility restrictions) are satisfied;

* each pickup point i has to be visited earlier by
the vehicle than the corresponding hospital point
i+N;

e if the vehicle visits the pickup points i, i,, ...i,
before traveling to a hospital point, then the
vehicle has to continue its tour by visiting the
hospital points i, + N, i, + N, ..., i, + N in the
same order.

The following notations are used in the model:

Parameters:

* N: total number of pickup points,

* D, distance between points i and j where 0 < i,
J<2N,

* T, time required to travel from point i to j, where
0<i,j<2N,

e C,: maximum capacity of the vehicle for regular
patients,

* C, maximum capacity of the vehicle for mobility-
impaired patients,

* p;: number of regular patients at pickup point i
1<i<N,

* dp;: number of mobility-impaired patients at pickup
pointi; 1<i <N,

* ip;:indicator of the presence of an infectious patient
at point i.; im. = 1 if infectious, otherwise 0,

e I: maximum allowable travel time for patients at
pointi; 1<i <N,

* a; time required for boarding patients at point i;
1<i<N,

* tr; earliest time patients can be picked up at
pointi; 1<i <N,

* ta; latest allowable arrival time at the hospital
for patients from pointi; 1 <i <N,

* A, opening time of the depot,

* B, closing time of the depot.

Continuous variables:

*  pn;number of regular patients on the vehicle after
visiting point i; 0 < i < 2N,

* dpn;: number of mobility-impaired patients in the
vehicle after visiting point i; 0 < i < 2N,

* m; arrival time of the vehicle at point i; 0 <7 < 2N.

* Integer variables

° u;0<i<2N.

The integer variable u; is an auxiliary variable
used in the Miller—Tucker—Zemlin (MTZ) formulation
to eliminate subtours [18]. It represents the order
or position of vertex i in the route, ensuring that the

solution forms a single continuous tour visiting all nodes
exactly once. For the depot, u, = 0.
Binary variables:
* x,; equals 1 if the vehicle travels from point i to
point j; 0 < i, j < 2N.

5 Constraints of the model

The mathematical formulation of the problem
includes several constraints, which define the structure
of the vehicle’s route and the conditions for transporting
patients. These constraints ensure the feasibility and
efficiency of the solution.

W oxiy=1,0 < j< 2N, (1)

2 oxi=1,0 <i<2N, 2)
uy =1, 3)
2<u; 1<i<2N, (4)
u; < 2N+ 1,1 < i < 2N, (5)
ui+1<u;+2N*(1—x;),1 <i,j<2N, (6)
uit1l<uwun1<i=<N, (7)
Xij = Xj+ni+n, 1 S 4, j < N, ®)
pno=0,N+1<i<2N, 9)
pni=0,N+1<i<2N, (10)
dpno =0 N+1<i<2N, (11)
dpn; = 0,N+1 < i < 2N, (12)
pn: < Cp,1 < i < 2N, (13)
dpn; < Cdp,1 < i < 2N, (14)
pni + pi+2* Cp?‘(xi,j —1) < pnj, (15)
0<i<2N1<j<N,
dpn; + dp;+2* Cgp (x5 — 1) < dpn;, 16)
0<i<2N1<j<N,
mo+ Toi+ M*(x01—1) < my, 0 <7 < N, 17
W+jh+m+4ﬁum—nﬁn% (18)
1<i<N1<j<2N,
mi+ T+ M*(xi; — 1) < m;, (19)

N+1<i<2N1<j<2N,
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tri < mi;1 <7< N, (20)
miry—m; <[ 1 <7=<N, (21)
mi+y < tai,1 < i < N, (22)
Ao = my, (23)
mirn + Tivno < Bo,1 < i < N, (24)
x;=0and x,;, =0, 1 <14 j=< Nta: < trj, (25)
xii = 0,0 <7< 2N, (26)
ui+2=<wu;, 1 <ij=< Nta < trj, (27)
xij = 0 and xj; = 0,1 < 457 < N,ip; + ip;, (28)

o ?Zoxl',j*DiJ‘ - min. (29)

Equations (1) and (2) ensure that each point of
G’ is visited by the vehicle exactly once. Constraints
in Equations (3) to (6) are the subtour elimination
constraints of the MTZ model of the TSP problem.
Constraint in Equation (7) states that each pickup point
is visited earlier by the vehicle than the corresponding
hospital point. Equation (8) states that the vehicle
travels from a pickup point i to a pickup point j if the
vehicle travels from hospital point j + N (corresponding
to a pickup point /) to hospital point i + N (corresponding
to a pickup point 7). This implies that if the vehicle visits
pickup points i, i, ... i,, before going to a hospital point,
the vehicle visits the corresponding hospital points in the
reverse order, i.e., after i, the vehicle visits the hospital
points i, i, | v ... i,,,- Constraints in Equations (9) to
(12) ensure that after leaving the depot or a hospital
point, there is no patient or mobility-impaired patient
in the vehicle. Constraints in Equations (13) and (14)
state that the number of patients or mobility-impaired
patients cannot exceed the capacity of the vehicle.
Constraints in Equations (15) and (16) ensure, that if
the vehicle travels from point i to point j, the number
of patients (mobility-impaired patients) in the vehicle
after leaving point j cannot be less, than the number
of patients (mobility-impaired patients) in the vehicle
after leaving point i plus the number patients (mobility-
impaired patients) at point j. Constraints in Equations
(17) to (19) imply that if the vehicle visits point j after
points i, the arriving time at point j cannot be less than
the arriving time at point i plus the traveling time
from point i to point j plus the boarding time of the
patients (if there are any patient) at point i. Constraint
in Equation (20) states that the vehicle cannot arrive
earlier at a pickup point than the earliest pickup time
of the patients at that pickup point. Inequality in
Equation (21) ensures that the maximal riding time
constraints of the passengers are satisfied. Constraint
in Equation (22) states that all of the patients arrive

at the hospital before their due date. Constraints in
Equations (23) and (24) state that the vehicle starts
and finishes its tour in the opening time of the depot.
Constraints in Equations (25) and (27) imply that if the
latest arrival time at the hospital for patients at pickup
point i is less or equal than the earliest pickup time of
patients at point i, the vehicle can travel neither from
i to j nor from j to i. Constraint in Equation (26) states
that the vehicle has to move from a point to another
point. Constraint in Equation (28) ensures that patients
and infectious patients cannot be transported together.
Finally, Equation (29) states the total distance travelled
by the vehicle has to be minimized.

6 Computational results

To evaluate the performance and scalability of
the proposed MILP model, a series of computational
experiments were conducted using IBM ILOG CPLEX
Optimization Studio (version 22.1.0). The tests were
performed on a personal computer equipped with an
Intel Core i7-7700HQ CPU, 8 GB of RAM, and a 1
TB SSD. Each test run was subject to a maximum
time limit of 3,600 seconds. Except for enabling the
strong branching strategy for variable selection, all
the other solver parameters were kept at their default
settings.

The test instances were generated based on a
real-world urban environment in the city of Sopron,
Hungary. All the travel distances and travel times
between pickups, hospital, and depot locations were
determined using Google Maps data under typical traffic
conditions. The desired arrival times of patients from
each pickup point to the hospital were generated using
random number functions in Microsoft Excel to reflect
realistic time window constraints. This dataset served
as a basis for all computational experiments conducted
in this study.

The experimental design included five test groups,
categorized by the number of pickup points: 10, 15,
20, 25, and 30. For each group, four infection-related
scenarios were examined, varying the proportion of
infectious patients across all pickup locations. These
scenarios ranged from 0% (no infectious patients) to one-
third, two-thirds, and 100% of patients being infectious.

For each scenario, the objective was to minimize
the total distance traveled, while satisfying all the
constraints related to time windows, vehicle capacity,
infection-based compatibility, and mandatory
disinfection procedures. The results are summarized in
Table 1.

Out of the 20 generated test instances, the MILP
model was able to find the optimal solution in all the
cases involving 10, 15, and 20 pickup points, typically
within just a few seconds of computation time. For the
25-pickup-point cases, the optimal solution was obtained
for all four infection scenarios; however, the required
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runtime was much higher than for the 10-20-point
instances, which were solved within seconds. In terms of
computation time, for problems with 25 pickup points,
the mixed scenarios were easier for CPLEX to solve than
the homogeneous ones. The optimal solution was found
in 620.2 seconds when one-third of the patients were
infectious, and in 392 seconds when two-thirds of the
patients were infectious. By contrast, the homogeneous
scenarios took considerably longer: 963.04 seconds with
no infectious patients and 1001.84 seconds when all
patients were infectious.

As expected, the presence of infectious patients
resulted in longer total route distances due to additional
constraints and the requirement to return to the depot
for disinfection. For the 10-pickup point case, the
scenario in which all patients were infectious (100%)
yielded shorter optimal route lengths than those with
mixed groups (e.g., 33% or 66% infectious). For the
25-pickup point case, the scenario in which all patients
were infectious also produced shorter optimal route
lengths than the mixed case with two-thirds infectious
patients. Furthermore, in the 25-pickup point case,
this homogeneous scenario converged faster. This is
not surprising: when all the patients are infectious, the
vehicle must always return to the depot after visiting
the hospital, but it can freely travel between any pickup
points without compatibility restrictions. In contrast,
with mixed groups, transitions are restricted, infectious

Table 1 Experimental results

pickup points can only be followed by another infectious
pickup, and similarly for non-infectious points, which
significantly reduces the number of feasible routing
options, often resulting in longer total distances despite
fewer depot returns.

For the largest test group with 30 pickup points,
different outcomes were observed depending on the
infection composition. In the case without infectious
patients, the program was unable to prove optimality
within the 3,600-second time limit, but it returned a
feasible solution with an objective value of 111.09. At
termination, the best lower bound was 93.60, indicating
that the reported solution may still be improved. This
highlights the substantial computational challenges
associated with large-scale instances, even in the
absence of infection-related constraints.

By contrast, when infectious patients were included,
the problem became unfeasible due to the combined
effect of vehicle capacity restrictions, mandatory
disinfection times, and tight arrival time windows. In
these cases, CPLEX was unable to prove infeasibility
within the 3,600-second time limit.

Table 1 summarizes the computational results
across all generated test instances. Time values are
reported in seconds. Entries marked with ,~” denote
cases where no feasible solution was found, while
,>3600” indicates that the one-hour time limit was
exceeded without proving optimality.

Initial data

Results

Pick up points Infectious Points

Time to find Optimum [s]

Total distance of delivery tasks [km]

10 0 1.45 51.9
10 3 1.51 70.3
10 6 1.47 71.1
10 10 1.57 68.9
15 0 1.76 74.4
15 5 1.56 83.2
15 10 1.50 92.2
15 15 1.67 96.1
20 0 3.16 93.3
20 7 4.34 96.2
20 14 8.11 102.1
20 20 6.37 109.1
25 963.04 104.6
25 620.20 118.35
25 16 392 135.6
25 25 1001.84 125.6
30 0 >3600 111.09
(not proven opt.)
30 10 (n/f) -
30 20 (n/f) -
30 30 (n/f) -
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7 Conclusion

In this paper a mathematical optimization
model for patient transportation that explicitly
incorporates infection control constraints is presented.
Building on the classical Dial-a-Ride Problem (DARP)
framework, an existing MILP formulation is extended
by introducing two critical real-world features:
(1) compatibility constraints that prohibit the joint
transport of infectious and noninfectious patients,
and (2) mandatory vehicle disinfection following the
transport of infectious individuals.

The model accommodates a wide range of
operational constraints, including passenger-specific
pickup and drop-off time windows, maximum allowable
ride durations, and vehicle capacity limits differentiated
by passenger type (e.g., standard vs. mobility-impaired).
To solve the problem, a modified MTZ-based formulation
was employed and used IBM ILOG CPLEX to evaluate
the model’s performance on across multiple scenarios
involving varying numbers of pickup locations and
different proportions of infectious patients.

The obtained computational results demonstrate
that incorporating infection control constraints
significantly increases the complexity of route planning,
particularly in mixed-infection scenarios. At 25 pickup
points, homogeneous scenarios, where either all or none
of the patients are infectious, converged slower than
mixed scenarios, while for the smaller instances (10, 15,
and 20 points) every case was solved within seconds,
and for 30 points no feasible solution was returned
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within the time limit. This suggests that compatibility
constraints, while restrictive, can sometimes reduce the
solution space in a way that accelerates optimization.
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Resume

In this paper are summarized the results of measurements of the driving
characteristics of fire-fighting vehicles during the braking from high speeds.
Two water tender vehicles manufactured by TATRA, used by the Fire Rescue
Service of the Czech Republic, were compared. The tested vehicles differ in
their braking systems. In the study are monitored the braking distance and
deceleration, which were compared with previous tests focusing on tire type,
test track surface, and weather conditions. When braking from a speed of 80
km/h, the worst results of the braking distance were recorded for SCANIA
of 64 m and TATRA TerrNol (9T5 2243), of 73 m. These vehicles were
equipped with drum brakes. In the case of the SCANIA vehicle, the cause
was the heating of the drum brakes. For the TATRA TerrNol, the reduced
braking efficiency was likely due to the brake wear and thermal effects on
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the drum brakes.
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1 Introduction

This paper builds upon previous research conducted
by the authors [1-2], which presented results of braking
distance measurements of firefighting vehicles at higher
speeds. The experiments were performed for initial
velocities of v, = 70, 80, and 90 km/h.

The first series of measurements was carried out on
a dry concrete surface at the non-public Prerov-Bochor
airfield [1]. The tested vehicles included two fire trucks
with TATRA chassis - one equipped with drum brakes
and the other with disc brakes, and one SCANIA 4x4
vehicle with drum brakes. The second series of tests was
conducted on a wet asphalt road (following overnight
rainfall) in the municipality of Hlucin [2]. This phase
involved a TATRA vehicle with disc brakes and a
SCANTIA 4x2 vehicle with drum brakes.

The long-term focus on the fundamental dynamic
driving characteristics of firefighting vehicles, specifically
braking distances and longitudinal acceleration at
higher initial speeds v, = 70, 80, and 90 km/h, is
motivated by accident statistics, previously analysed by

the authors [3] and subsequently updated [4]. Between
2011 and 2022, excessive speed was identified as the
primary cause in only 68 at-fault traffic accidents (15%)
involving firefighting vehicles responding to emergency
calls. However, those incidents accounted for as much
as 79% of the total material damage to firefighting
vehicles during the analysed period, amounting to EUR
3,290,200.

2 Tested firefighting vehicles

The measurements were conducted on two TATRA
firefighting vehicles with different braking systems
and of different ages. These vehicles are designed
for operation on paved roads with rear-wheel drive,
with the option to engage front-wheel drive for off-
road use on unpaved surfaces. This corresponds to
the chassis design, which features a central load-
bearing tube and swinging half-axles. An overview of the
basic characteristics of the tested vehicles is provided
in Table 1.

© 2026 THE AUTHORS
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Table 1 Overview of the basic characteristics of the tested vehicles

Firefighting vehicle TATRA TerrNol (9T5 2243) TATRA Terra (1TH 0621)
Fire marking CAS 20/4000/240-S2T CAS 20/4000/240-S2T
Registration number 9T5 2243 1TH 0621
Location HS Novy Jicin HS Koprivnice
Extinguishing agent volume - Water (1) 4000 4000
- Foaming agent (1) 240 240
Crew during testing 143 1+5
Dimensions (L/W/H) (mm) 8070/2550/3150 8355/2550/3245
Operating weight (kg) 12600 13300
Maximum weight (kg) 18000 20000
Engine power (kW) 325 325
Tires - Front axle Michelin XZY 3 Michelin XZY 3
- Rear axle Michelin X Multi HD Michelin X Multi HD
Date of manufacture of tires Week 5, 2020 Week 35, 2022

Transmission
Brake system
Assistance systems

Date of purchase

Semi-automatic Norgren
Drum brakes
ABS
28/05/2015

Automatic Allison
Disc brakes
ABS
15/12/2020

1000m 1050m 1100m

350m 450m

£50m 700m 800m

Figure 1 Recordmg of the posztwn of the TATRA TerrNol ﬁreﬁghtmg vehicle during testing
from an initial speed of 70 km | h

The first tested firefighting vehicle is the TATRA
815-231R55 4x4.2, commercially designated as TerrNol
(hereinafter referred to as TATRA TerrNol), registration
number 9T5 2243. A detailed description is available on
the website [5].

The second tested firefighting vehicle is the TATRA
815-2T5RA3 4x4.1, commercially designated as Terra
(hereinafter referred to as TATRA Terra), registration
number 1TH 0621. A detailed description is available on
the website [6].

3 Measuring equipment

Two Performance Box devices, manufactured
by Racelogic Ltd, Buckingham, United Kingdom,
were used to measure the driving characteristics. A
detailed specification of the devices is available on the
manufacturer’s website [7]. The measuring devices were
mounted inside the cabin on the windshield along the
longitudinal axis of the vehicle. The device determines
the absolute position of the vehicle in real time using
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signals from the GPS and GLONASS systems. Based on
position and time, it calculates the travelled distance,
instantaneous speed, acceleration, and a range of other
parameters. The recording frequency is 10 Hz. The
device has been equipped with an SD card on which the
recorded data were stored. These data were subsequently
transferred to a computer and processed using the
VBOX Test Suite software (hereinafter referred to as
VTS), version 2.1.6.5877 [8].

The theoretical basis for evaluating the measured
data was described in detail in previous studies by the
authors [9]. It is based on general principles of physics
[10] and relevant technical literature [11-12].

4 Test location

The experimental measurements were conducted at
the TATRA TRUCKS company test track in Koprivnice
on November 2, 2024. The testing began at 9:00 a.m.,
with an ambient temperature of 9 °C. The weather was
overcast, and light drizzle occurred intermittently during
the testing. The asphalt surface of the track remained
wet throughout the entire measurement period. An
example of the recorded driving path of the TATRA
TerrNol vehicle (red trace) and its braking phases
(multi-coloured traces) overlaid on a map background
during evaluation in the VTS software is shown in
Figure 1.

5 Measurement procedure

Braking and acceleration tests were conducted
with fully loaded firefighting vehicles, including filled
extinguishing agent tanks and complete operational
equipment. It was determined that for each initial
speed of 70, 80, and 90 km/h, seven experimental runs
would be performed to eliminate the possibility of
invalid trials, such as failure to reach the prescribed

80 V,=70km/h
70
E 60
(]
S 50 4542 46.53 48.53
3 39.79
o 40 33.82 34.26
£
-
©
-]

30

20

10

0
1 2 3

initial speed. The objective was to obtain at least five
valid runs for further evaluation. Each test run began
with departure from the parking area, followed by
acceleration on the test track loop to the required initial
speed for braking. The driver maintained this speed
until reaching the designated braking zone, where the
intensive braking was initiated using the service brake
until the vehicle came to a complete stop. After stopping,
the driver continued to apply pressure to the brake pedal
for approximately three seconds to secure the vehicle
in place following the rebound of the suspended cabin.
No auxiliary braking systems were used during the
measurements.

6 Evaluation of measured data

The primary evaluation of the measured data was
carried out using the VTS software. Boundary conditions
for each tested task were gradually configured within the
software. The resulting evaluated values were exported
in “csv“ format and subsequently processed further in
the MS Excel environment. The evaluated data from the
braking distance measurements of both tested vehicles
are summarized in the graphs shown in Figures 2 to 4,
according to the initial speed.

For evaluation of the longitudinal deceleration
during braking, a correction based on Regulation ECE
No. 13 [13] was applied. According to this regulation,
longitudinal acceleration is evaluated within the interval
from 80% to 10% of the initial braking speed. This
approach eliminates nonlinearities at the beginning of
the braking process, related to brake system engagement,
and at the end, where vehicle oscillation may occur
during complete stop. Due to the scope of the evaluated
data, only the calculated average values are presented
in Figure 5. Since the VTS software uses gravitational
acceleration (g = 9.81 m/s?) as the unit for acceleration,
the reported values can be interpreted as the coefficient
of adhesion.

TATRA TerrNo1 (9T5 2243)
B TATRA Terra (1TH 0621)

54.73 54.54
46.99
34.69 33.36 34.68 34.57
4 5 6 7
Run

Figure 2 Braking distances of tested vehicles for initial speed v,= 70 km /h
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120 " TATRA TerrNo1 (975 2243)
M TATRA Terra (1TH 0621)
a 100
o %0 77.51
o 80 71.94 73.71 73.66
c 67.87
8 70
5 60 48.44 47.98
@ 50 45.73 45.20 : : 45,45 46.32
g 40
-] 30
20
10
0
1 2 3 4 5 6
Run
Figure 3 Braking distances of tested vehicles for initial speed v,= 80 km /h
V,=90 km/h " TATRA TerrNo1l (9T5 2243)
B TATRA Terra (1TH 0621)
_ 140
£ 117.03
3 120 1081 10380  107.61 10866 11212 11458
8 100
En 80 68.95 6135 67.54 61.97 63.07 62.60 64.23 65.29
= 60
[
& 40
20
0
1 2 3 4 5 6 7 8

Run

Figure 4 Braking distances of tested vehicles for initial speed v,= 90 km [h

90

-0.27

Initial speed (km/h)

7 80
0.00
-0.10
-0.20
-0.30
-0.40

0
-0.33
-0.50 -0.43
-0.60

-0.70 -0.62

" TATRA TerrNol
(9T5 2243)

W TATRA Terra (1TH
0621)

Average longitudinal akceleration
values according to ECE No. 13 (g)

-0.65

-0.68

-0.80

Figure 5 Average longitudinal acceleration values according to ECE No. 13 during braking
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Table 2 Wheel disc temperatures during testing

Firefighting vehicle TATRA TerrNol (9T5 2243) TATRA Terra (1TH 0621)
Wheel disc temperature at the end of braking from v, = 80 km/h (°C)
- left front wheel 250 310
- left rear wheel 190 140
Wheel disc temperature at the end of braking from v = 90 km/h (°C)
- left front wheel 295 321
- left rear wheel 240 180
60
v0 =70 km/h A Max
55 A
_ 54.73 mAvg
E 50 B 4946 .
Y © 45.42 ® Min
§% 43.05
-_"5’ 40 A 40.57 39.79 41.82
2 g4 36.16 35 00 40.96 A 37.23
< 35 :
e 36.03 e 34.90 ® 32.81 W 34.23
30 33.27 33.36 631.33 € 3195
30.23
25
SCANIA (1TH TATRA Terra (1TI TATRATerrNol  TATRA Terra SCANIA (6M1 TATRA Terra  TATRA TerrNol
0610) 0905) (975 2243) (1TH 0621) 5739) (4MO 1568) (5MO0 3251)

Figure 6 Braking distance (m) for an initial speed of v,= 70 km /h

The TATRA TerrNol vehicle (9T5 2243) equipped
with drum brakes exhibited the poorest performance
across all the tests. At the defined higher initial speeds,
repeated test cycles led to gradual overheating of the
drum brakes. This phenomenon had a noticeable impact
on the braking distance results. A progressive increase
in braking distance was recorded for this vehicle, with
differences reaching nearly 10 meters even at speeds
of 70 km/h. It was necessary to interrupt the testing
several times and allow the brakes to cool down by
driving around the test track with occasional light
braking.

After completing the braking distance test cycles,
from initial speeds of 80 and 90 km/h, an indicative
temperature measurement of wheel discs was performed
using a Driager UCF 7000 thermal imaging camera.
The measurement was conducted only on the left side
of the vehicle, on both the front, and rear wheels. The
recorded temperatures are presented in Table 2. The
comparison showed that the disc brakes reached higher
temperatures, yet their braking performance did not
deteriorate.

7 Comparison to previous similar tests
One of the objectives of this paper was to summarize

and compare the obtained results with previous tests
[1-2]. The graphical representations in Figures 6 to 8

summarize the braking distance measurements’ results
of the tested vehicles from all three experimental
campaigns. The graphs are categorized according to
the initial braking speed. The average (Avg), maximum
(Max), and minimum (Min) values of the measured
braking distances are presented.

The first four tested vehicles shown on the graphs
from the left were provided by the Fire Rescue Service
of the Moravian-Silesian Region. Their license plates
contain the letter “T”. The remaining three vehicles
were provided by the Fire Rescue Service of the Olomouc
Region, with license plates containing the letter “M”.

All four vehicles from the Moravian-Silesian Region
were tested on a wet asphalt road surface. The three
vehicles from the Olomouc Region were tested on a dry
concrete surface at an airfield. During the testing of all
vehicles, the ambient temperature ranged between 6
and 11 °C.

As the initial speed increased, the differences in
braking distances between the worst-performing vehicles
- TATRA TerrNol (9T5 2243) and SCANIA (6M1 5739)
- and the other vehicles became more pronounced. It
cannot be conclusively stated that this was solely due
to their drum brakes, as three other vehicles in the
group also had the drum brakes but performed better
in braking.

Figure 9 summarizes the average braking distances
depending on the initial speed of the tested vehicles,
including the type of front axle tires. The data presented
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in Figure 9 suggest that the influence of the tires on
the TATRA TerrNol (9T5 2243) vehicle can likely be
excluded. The same tires on the TATRA Terra (1TH
0621) vehicle with disc brakes showed better braking
performance on the same road surface.

Figure 10 presents the average values of longitudinal
acceleration depending on the initial speed of the tested
vehicles, also including the type of front axle tires.
These values were obtained using the VTS software
after applying the correction according to Regulation
[13]. The best results were achieved by all three TATRA
Terra vehicles with disc brakes and the SCANIA
(1TH 0610) vehicle with drum brakes and a 4x2 road
chassis.
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8 Conclusion

The objective of the testing was to conduct and
evaluate measurements of the basic driving dynamics
of firefighting vehicles during braking from high speeds,
and to compare the findings with previous tests. The
resulting braking distance of a vehicle is influenced by
a number of factors. The primary ones include climatic
conditions, road surface condition and its type, tires, and
the braking system.

All vehicles were tested under similar ambient
temperatures. Therefore, the influence of this factor
cannot be assessed in the context of this testing.

The conditions and type of road surface had an

A Max B Avg
A 7234

® Min

M 63.48

@ 53.43

50.76
N 4844 A

46.52
45.20

W 46.32

41.30 @ 43.45

‘. 41.89
40.72

SCANIA (6M1
5739)

TATRA Terra
(4M0 1568)

TATRA TerrNol

(1TH 0621) (5M0 3251)

Figure 7 Braking distance (m) for an initial speed of v, = 80 km/h

125
120
115
110
105
100
95
90
85
80
75
70
65 [
60
55
50

A 117.03
W 110.27
@ 103.80

v0 =90 km/h

Braking distance (m)

62.57
63.67

60.93

58.47

6 5760

56.49

SCANIA (1TH TATRA Terra (1TI TATRA TerrNol
0610) 0905) (9T5 2243)

TATRA Terra

A 119.24 A Max BAvg

® Min

W 92.43

® 7435
A 70.82

56.64

‘ 55.63

54.16

6176
€ 53.22

SCANIA (6M1
5739)

TATRA Terra
(4MO0 1568)

TATRA TerrNol

(1TH 0621) (5M0 3251)

Figure 8 Braking distance (m) for an initial speed of v,= 90 km /h

COMMUNICATIONS 1/2026

VOLUME 28



COMPARISON OF BRAKING DYNAMICS AT HIGH SPEEDS OF FIREFIGHTING VEHICLES ON TATRA...

(e} [V}
~ ™
I O
o O O
a0~
nm o nn
S 2 8
[92) o
HE e J 0 ™
wn —
N <
e
o™ o0 o
S < 0
N ™M i
)] ] <
] ) <
°q
© €
] ®
~
o~ < ©
S a <
— o~ (o))
— M~ <
] ) <
o o0
© -
> s
o
N O
o R
N
©o <
m o
n  vn  wn o n Nn N n
- O o oo ~ o ;n <
L I |

(w) 22ue3sip Supjeaq a8esany

A 3p3

A 31.33

4 35.02

A 3490

A 37.74

LN
o

LN
o

~ ~ S
m S
€SH JBJ]SS0JD RUOY |BJUSURUOY ? n_v‘n_u €SH 284 SS0JD 13U0D |BIUBUIUOD
(TSZE ONS) TONIIDL VY LVL u (TSZE OING) TONJISL VHLIVL
L £ <
~ O S
EEE ©
88 28 8
o o T
€GH 2B41SS0.D) 13UOD [BIUBUIUOD g Ll ‘ _ﬂ €GH 2BJ]SS04D 11UOD [BIUBUIIUOD
(89ST OINY) BIIBL VHLVL M w M (89ST ONY) BAIRL VYLVL
g 32 9
3 2% o
S+IAl J9IUIM ZMSH |elusuiluo) 5 i o S+IA 191UIM ZMSH |eluauinuo)
(6ELS TINO) VINYIS M (6€LS TIN9) VINVDS
¥ }
E 382
S Sy € AZX UllRY2IN
€ AZX UIRYIN % omd 118Ya!
I el
(1290 HLT) eX3L VY1VL § (1290 HLT) e4i2L VHLVL
3
s
N IR <
N 29 ig € AZX UIIBYIIN
€ AZX UIRYIN X mEd o oNLD
(€727 S16) TONJIDL VHIVL ﬂ/ (€v22 516) TONLSL vHLv
3
S 259
> CEE
® om €SH 2BJ]SS0JD) 13UOD [BIUBUIIUOD
ESHIBALSSOID HUOD [EIUSLIRUGY 8 (S060 11T) B13L VY1V
(S060 I1LT) 1491 VH1VL g
<«
< 0O
N ')
S 7 < NN X UIIRYDIIAI
NN X UIIRYDIA <G (0T90 HLT) VINVIS
(0T90 HLT) VINVIS
o o o o o o
N ™ < N © ~
Q@ Q@ Q@ Q@ Q@ <Q

(8) uoneussjadoe |euipniiduo| adesany

Figure 10 Effect of tire type on average longitudinal acceleration during braking according to ECE No. 13 (g)

1/2026

COMMUNICATIONS

VOLUME 28



8

JANOSIK et al.

impact only on both TATRA TerrNol vehicles. During
testing on a wet asphalt surface, worse braking distances
were recorded compared to a dry surface. At an initial
speed of 70 km/h, the difference in average braking
distance was 15 m; at 80 km/h, it increased to 27 meters;
and at 90 km/h, it reached up to 48 m. These significant
differences suggest a possible technical issue with the
10-year-old TATRA TerrNo1 (9T5 2243) vehicle equipped
with drum brakes. The other vehicles performed
comparably well regardless of the road surface. An
exception was the SCANIA vehicle (6M1 5739), where
the effect of drum brakes overheating became apparent
due to frequent braking without regular cooling runs
between braking cycles.

The TATRA vehicles were fitted with Continental
Conti CrossTrac and Michelin XZY 3 tires. The SCANIA
(6M1 5739) vehicle was equipped with Continental
HSW2 Winter M+S tires. The influence of this factor
cannot be reliably assessed here. TATRA vehicles
with Continental Conti CrossTrac tires performed
comparably well in braking. The TATRA vehicles with
Michelin XZY 3 tires showed significantly different
braking performance (see Figure 9). If, however, the
cause of the discrepancy lies in the technical condition
of the 10-year-old TATRA TerrNol (9T5 2243) vehicle,
then the Michelin XYZ 3 tires demonstrated the best
performance. We would therefore recommend equipping
first-response fire vehicles with these tires.

Based on the above results, the best braking
performance was achieved by the TATRA Terra vehicles
with disc brakes. The worst braking performance was
recorded for the TATRA TerrNol (9T5 2243) vehicle with
drum brakes.

Given the increasing number of fire trucks being
purchased on SCANIA chassis in the Czech Republic,
authors recommend that the driver training for these
vehicles include a focus on the issue of drum brake
overheating at higher speeds during the frequent
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