1. Introduction

During the last five years the main field of interest of the research group within the Robotics Laboratory at the Automation Department in Technical University of Cluj-Napoca was the development of a wheeled mobile robot for indoor use. The work done until now has been supported by several grants from the Romanian Ministry of Education (see [8]) the main achievements being a mobile platform actuated by DC motors (see [5] and [6]), a stepper motor actuated micro-robot, path planning programs (see [9]) and a low-cost, intelligent ultrasonic range finding sensor (see [7]). The experience gained through these projects has shown that the sensor system is perhaps the most important in building an autonomous, useful mobile robot. This opinion is also shared by other authors, ex. [10], [4], and has led us to the decision to incorporate vision systems in our future mobile robots. In the early times of mobile (and industrial) robot research, vision could not be used as a practical approach for sensor driven robots in real time (see ex. [13]) due to the lengthy processing of the huge amount of data yielded by the vision system. But with the advent of today's new computers this is now possible. Figure 1 briefly sketches a standard architecture for a vision driven (mobile) robot.

Our first steps in implementing this architecture were to develop the “Preprocessing” and, partly, the “Recognition” modules in the figure below. Some of the results obtained in edge detection, skeletonizing and objects localisation within 2D images, were presented in [11]. Further algorithms can be found in [15], [3], [12], [2] and [14].

2. Object localisation

In the sequel we present an original approach to object localisation for specific objects (objects with holes - see Fig. 2). Such objects can be found quite frequently in assembly operations (peg in hole). The algorithms may also be applied to natural and artificial landmark recognition for mobile robot navigation. The image processing is done in two steps: first edge detection and contour closing followed by hole detection and localisation. We have chosen to work with binary (monochrome) bitmap images coded at byte (not bit) level. This increases the memory usage but considerably simplifies the algorithms and, consequently, yields faster processing.

2.1. Edge detection and contour closing

An edge is a boundary between two regions with relatively distinct grey levels [14]. The most used algorithms for edge detection employ local, gradient-based methods. The gradient can be computed using convolution products between a matrix defining the neighbourhood for each pixel and a gradient operator. The edge detection and contour closing algorithm uses differential, local methods and consists of the following steps:
a) Two threshold values are chosen: P1 - the minimum gradient value for a pixel for which this still is considered to belong to an edge, and P2 - the minimum grey level, such that the background grey level is bigger than P2. At this point is noteworthy mentioning that in bitmap files the standard coding is 255 for the white grey level and 0 for the black grey level. In this paper the images are presented inverted for readability reasons.

b) Using one of the following operators: Roberts with 4 or 9 points neighbourhood, Mero-Vassy, Sobel or Prewitt the gradients for each image pixel is computed (see [11] for details).

c) For each pixel a nine-point neighbourhood is built and the maximum grey level is computed.

d) Each point with the gradient bigger than P1 and having a neighbourhood with maximum grey level bigger than P2 is flagged as belonging to the edge (it gets the 255 value for the grey level).

This procedure assures reliable edge detection with strong rejection of false edges (see figure 3).

b) The image scanning continues until the next 255 level point is being hit. For this point the 5 points neighbourhood depicted in Fig. 4 is being built.

c) Compute max grey levels (a, b, c, d). If it is 0 this means the current point \( p \) is on a new contour. The flag is decremented and point \( p \) gets its value as the grey level. Otherwise the point \( p \) gets the value max(a, b, c, d).

d) For each of the points a, b, c, d with grey levels smaller than max(a, b, c, d) (namely x) the scanning is resumed from the point reached at step a) and each point with x grey level is being given the value max(a, b, c, d). All grey levels smaller than x are incremented. The flag is incremented.

e) Go to step b) until no point has a 255 value grey level.

At algorithm completion, the flag will yield the smallest grey level allocated, information used for finding the interior contours number. For example, if the flag equals 252, all the points with 254 grey level are exterior contour points, so there will be 254 – 252 = 2 interior contours (that is, two holes).

The processing continues with the interior contours filling algorithm and mass centre computation (for details see [11]). The results obtained for the test image are presented in Fig. 5.

2.2. Hole detection and localisation

The algorithm consists of the following steps:

a) The image is scanned line by line until the first point belonging to an edge (255 grey level value) is reached. This point is being given the value of 254 for the grey level (the point belongs to an exterior contour) and the same value is written in a flag variable.

b) The image scanning continues until the next 255 level point is being hit. For this point the 5 points neighbourhood depicted in Fig. 4 is being built.

c) Compute max grey levels (a, b, c, d). If it is 0 this means the current point \( p \) is on a new contour. The flag is decremented and point \( p \) gets its value as the grey level. Otherwise the point \( p \) gets the value max(a, b, c, d).

d) For each of the points a, b, c, d with grey levels smaller than max(a, b, c, d) (namely x) the scanning is resumed from the point reached at step a) and each point with x grey level is being given the value max(a, b, c, d). All grey levels smaller than x are incremented. The flag is incremented.

e) Go to step b) until no point has a 255 value grey level.

At algorithm completion, the flag will yield the smallest grey level allocated, information used for finding the interior contours number. For example, if the flag equals 252, all the points with 254 grey level are exterior contour points, so there will be 254 – 252 = 2 interior contours (that is, two holes).

The processing continues with the interior contours filling algorithm and mass centre computation (for details see [11]). The results obtained for the test image are presented in Fig. 5.
other relevant features [14]. Skeletonizing is also known as thinning and the image obtained can be interpreted as a Voronoi graph with applications in path planning.

The key point in using vision with robotics is the real time implementation [16]. This became possible only in the last few years based on the newer and faster processors. Faster algorithms are also a key issue. In the present paper we investigate several ways to implement a skeletonizing algorithm. A classical implementation is presented versus two other using neural networks. The idea is to introduce the heavy computations in the training stage obtaining a fast neural network on the exploitation stage.

3.1. Modified Nacache and Shinghal’s Method

Nacache and Shinghal [1984] proposed a skeletonizing algorithm. After several studies, we came to the conclusion that the original algorithm must be a little bit modified in order to obtain better results. First we study 8 neighbours of the interest pixel, as shown in Fig. 6:

![Fig. 6. Notation for the neighbours of p](image)

An edge point is flagged if it is not an endpoint or breakpoint, or if its deletion would cause excessive erosion. Comparing the 8 neighbourhood against the windows in Fig. 7 carries out the test of these conditions.
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![Fig. 7. The "*" denotes a dark point, and d and e can be either dark or light](image)

Testing the 8 neighbors for identification of the above situations is done with simple boolean expressions:

\[ B_k = n_0 \cdot (n_1 + n_2 + n_3 + n_7) \cdot (\overline{n_5} + n_6) \]
for left edge points;

\[ B_k = n_4 \cdot (n_2 + n_3 + n_4 + n_6) \cdot (\overline{n_5} + n_7) \]
for right edge points;

\[ B_k = n_6 \cdot (n_0 + n_4 + n_5 + n_7) \cdot (\overline{n_1} + n_2) \]
for top edge points;

\[ B_k = n_2 \cdot (n_0 + n_1 + n_4 + n_5) \cdot (\overline{n_3} + n_6) \]
for bottom edge points.

where a dark pixel is “TRUE” and a light pixel is “FALSE”. For the thinning algorithm, we use two matrices (the first is the original image, the second is a mirror of the image). The algorithm is:

1. scan the original image (along the rows or the columns) and calculate the expressions \( B_0, B_2, B_4, B_6 \) if the pixel is dark;
2. if one or two of the expressions are “FALSE” then the pixel in the second matrix is set to “FALSE”, else it is set to “TRUE”;
3. the second matrix becomes the original image;
4. if no new edge points were flagged during the scan, the algorithm stops.

![Fig. 8. Skeleton obtained using Nacache method](image)

We have also developed and implemented an original skeletonizing method for binary images. It consists of successive scanning of the original image on several directions and marking the centre point of the object segment as belonging to the skeleton (see Fig. 9).

![Fig. 9. Skeleton obtained using original method](image)

3.2. Two layers neural network

Let us consider a classical feed-forward neural network using back-propagation for learning. We want to design this neural network to be able to implement the algorithm presented in 4.1. The natural solution is to choose a 2 layers neural network (figure 10). The input vector contains the eight neighbours of the pixel \( p \) and the output vector contains the desired value of \( p \) in order to skeletonize the object. Successive tests have shown that a number of eight hidden neurones is optimal.

The training vectors were obtained using the modified Nacache and Shinghal method.

In the training stage, we used a sigmoid activation function:

\[ f(x) = \frac{1}{1 + e^{-x}} \] (1)

In the processing stage, for minimising the processing time, the function in equation (1) was replaced by that in equation (2), but the recognition rate was maintained at 100%.
Table 1 presents the weights and biases obtained after training. The output value is given by:

\[
out = f\left(\sum_{i=0}^{7} W_{ij} \cdot \text{out}_i + B\right)
\]

where the \( f \) function is given in equation (1) or (2). The output is a float number, so it is necessary to apply a step function:

\[
f(out) = \begin{cases} 1, & \text{if } out \geq 0.5 \\ 0, & \text{if } out < 0.5 \end{cases}
\]

The nets are trained using training vectors with consecutive descriptors. This property is used in the processing stage too, the descriptor pointing to the net that memorised the input vector.

In the processing stage, the descriptor \( k \) was computed for each input vector, in order to identify the net. The net’s output is given by the following equation:

\[
out = f\left(\sum_{i=0}^{7} n_i \cdot W_i + B\right)
\]

where \( f(x) \) is a simple step function:

\[
f(x) = \begin{cases} 1, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}
\]

The algorithms were implemented in C++ under Linux.

4. Results

We are interested in obtaining faster algorithms. A clue indicating the speed is the number of operations. Analytically we have found that the modified Nacache and Shinghal method implies 40 logical plus 3 arithmetic operations/pixel, the two layers neural network implies more than 150 arithmetic operations and the single layer neural network implies 39 arithmetic operations. We have tested all three implementations on a $510 \times 412$ test image on a Pentium II MMX 350 MHz processor.

The computation times are presented in table 2.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|} \hline
\text{Algorithm} & \text{Processing times} \\
\hline
\text{Hole detection and localisation} & 0.67 \text{ seconds} \\
\text{Skeletonizing using the original method} & 0.31 \text{ seconds} \\
\text{Skeletonizing using Nacache and Shinghal's method} & 0.73 \text{ seconds} \\
\text{Skeletonizing using two layers net and sigmoid activation function} & 5.11 \text{ seconds} \\
\text{Skeletonizing using two layers net and linear threshold activation function (equation (2))} & 3.54 \text{ seconds} \\
\text{Skeletonizing using single layer net and step activation function} & 0.89 \text{ seconds} \\
\hline
\end{array}
\]
5. Conclusion

As expected the two layers neural network is the slowest method due to the large number of operations.

Although the single layer neural network is optimal with respect to the number of operations, these are floating point operations and overall the computation time is longer than using the classical method. Integer approximation of weights and biases doesn’t reduce processing time (both floating and integer numbers are kept on 4 bytes), but reduces recognition rate. These results show that the use of neural networks does not improve computation time over the classical methods.
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