1. Introduction

In a pull production system, processes are based on customer demand. The main difference between classic push production systems and pull production systems is that the first one schedules work releases based on demand, and the latter one authorizes work releases based on system status. Among other advantages, pull production systems can provide low unit cost, good customer service, high external quality and flexibility. Unfortunately, pull systems cannot be applied to all business types, because they require initial conditions such as stable demand, low number of product types, etc.

However, by integrating pull systems in some of your production processes, you will be able to reduce your lead times, and perhaps associated costs. One of the most significant parameters of pull production system is a number of circulating kanban cards. Central topic of this article is a new approach to finding out an optimal setting of this crucial parameter by using methods and techniques such as data mining, simulation and genetic algorithms.

2. Pull Production System

Kanban became an effective tool in support of running a production system as a whole, and it proved to be an excellent way for promoting improvement. One of the main benefits of kanban is to establish an upper limit to the work in progress inventory, avoiding overloading of the manufacturing system. Kanban cards are a key component of kanban and signal the need to move materials within a manufacturing or production facility or move materials from an outside supplier in to the production facility. The kanban card is, in effect, a message that signals that there is a depletion of product, parts, or inventory that, when received, the kanban will trigger the replenishment of that product, part, or inventory. Consumption therefore drives demand for more production, and demand for more products is signalled by the kanban card. Kanban cards therefore help create a demand-driven system [1].

3. Data mining

The manual extraction of patterns from data has occurred for centuries. Early methods of identifying patterns in data include Bayes’ theorem (1700s) and regression analysis (1800s). The proliferation, ubiquity and increasing power of computer technology has dramatically increased data collection, storage, and manipulation ability. As data sets have grown in size and complexity, direct “hands-on” data analysis has increasingly been augmented with indirect, automated data processing, aided by other discoveries in computer science, such as neural networks, cluster analysis, genetic algorithms (1950s), decision trees (1960s), and support vector machines (1990s). Data mining is the process of applying these methods with the intention of uncovering hidden patterns in large data sets. It bridges the gap from applied statistics and artificial intelligence (which usually provide the mathematical background) to database management.
by exploiting the way data is stored and indexed in databases to execute the actual learning and discovery algorithms more efficiently, allowing such methods to be applied to ever larger data sets. Knowledge exists in all business functions, including purchasing, marketing, design, production, maintenance and distribution, but knowledge can be notoriously difficult to identify, capture and manage [2]. Simply stated, data mining refers to extracting or "mining" knowledge from large amounts of data [3]. Due to large amounts of data generated and collected during manufacturing execution, manufacturing is a promising area of application for data mining to extract knowledge for optimization purposes [4].

4. Simulation in terms of data mining

Simulations lend meaning to data and can be updated and adapted as further data come in [5]. It often happens that provided historical data are not sufficient to derive relevant knowledge. This occurs for a number of reasons, the most common ones are:

- The unpredictability of external factors affecting the operation of the production system.
- Inadequate recording of the data needed for analysis.
- Incorrect data caused by human factor.
- Incompatible corresponding resolution of analyzed data.
- Lack of data due to newly implemented system.

In such cases, it is possible to use simulation, in which the listed historical data are used, if possible, in the following tasks:

- Elimination of attributes that do not affect the target parameter.
- Setting the probability distribution of the process attributes.
- Simulation model validation.

If the historical data are not available at all, as often happens in case of designing new production systems, simulation is the only way to obtain data necessary to derive applicable knowledge. The heart of data mining is knowledge discovery, as it enables to discover relevant objects and the relationships that exist between these objects, while simulation provides a vehicle to represent those objects and their relationships [6].

5. Problem formulation

Figure 1 shows the pull production system, whose parameters are needed to be optimized. Simulation model was created in Simulink environment with use of SimEvents Toolbox [7]. In considered system, there are three circuits, in which kanban cards in the number of \( k_b_1, k_b_2 \) and \( k_b_3 \) circulate. The first circuit is shown first from the left in Fig. 1, to which belongs number of cards \( k_b_1 \), the next one, transport circuit with block \( Trans_kanban \) contains \( k_b_2 \) kanban cards and for following block, \( k_b_3 \) cards are allocated. The very last block on the right is used to generate production orders based on normal distribution. Also cumulative operations for defining the amount of work in progress run in this block.

The aim of the solution was to formalize relations that describe the impact of the selected combination of numbers of kanban cards on the amount of work in progress and the numbers of finished orders, as these factors are crucial in terms of the efficiency of the proposed system.

Since the chosen maximum number of kanban cards was \( max\{k_b_i\}=30 \), in the case of simulating every possible case it would leave \( n^3 = 30^3 = 27000 \) simulation runs. To reduce the number of simulation runs, optimization through genetic algorithms in Matlab environment was used in this case.

6. Acquiring data using genetic algorithms

If we label \( f_{sim}(k_b_1, k_b_2, k_b_3) \) as a function that describes the behavior of the simulation model, the optimization problem can be written as:

\[
W_{IP_{opt}} = \min_{k_b_1,k_b_2,k_b_3} \{f_{sim}(k_b_1,k_b_2,k_b_3)\}
\]

where \( W_{IP_{opt}} \) is the minimal amount of work in progress achieved with properly chosen combination of numbers of kanban cards in each circuit. Utilization of genetic algorithms in this case
reduced the number of simulation runs from 27000 to 1040 for optimization in terms of the amount of work in progress. For optimization in terms of the number of finished orders, a similar formula was used, with the difference that in this case, the aim was to maximize the number of finished orders.

\[ FO_{opt} = \max_{kb_1, kb_2, kb_3} \{ f_{sim}(kb_1, kb_2, kb_3) \} \]  

(2)

For optimization in terms of the number of finished orders, 880 simulation runs were executed. Values calculated in order to minimize WIP and maximize FO together make the dataset, which should also contain those combinations of numbers of kanban cards in particular circuits, which can be determined from which knowledge applicable to the production system can be determined. Figure 2 shows the resulting dataset of performed simulation run, where the color attribute describes the amount of work in progress.

From Fig. 2 it is clear that the amount of work in progress is increasing with the increasing number of kanban cards in each circuit. Figure 3 shows the same set of combinations of different amounts of kanban cards, but in this case the number of finished orders is the evaluation criterion.

Search and formalization of knowledge through data mining algorithms

Following data mining algorithms were used to seek knowledge in the dataset:

- Neural networks.
- Random forests.
- Linear regression.

The solution was carried out in KNIME [8] environment and for testing the models in terms of suitability of use, equation (3) was used to calculate the mean square error.

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2 \]  

(3)

where \( \hat{Y} \) is prediction vector and \( Y \) is the vector of actual values obtained from the simulation model. To use a neural network predictor, it was necessary to temporarily convert the data into <0,1> interval, using combinations of Normalizer/Denormalizer nodes. In this case, feedforward neural networks algorithm RProp
MLP was used with the number of 100 iterations. As with other used algorithms, random selection was used to select training set of 30% size of the total analyzed data, based on which the mean square error was calculated according to equation (3) within model testing. Random forests algorithm was implemented by creating 50 random regression decision trees. It was not necessary to normalize the data. Further configuration of the algorithm for linear model prediction based on linear regression method was not necessary. Data processing stream and knowledge acquisition in KNIME environment can be seen in Fig. 4.

In this case, the aim was to seek knowledge about relation of combination of numbers of kanban cards $kb_i$ in individual circuits $i$ to amount of work in progress $WIP$. In the case of gaining knowledge about target parameter $FO$ - number of finished orders, process topology remained unchanged (as can be seen in Fig. 4), only input dataset and its predicted columns were changed.

After executing transformation and mining operations, the results showed that for defining relations between number of kanban cards and amount of work in progress, the linear regression generated model performs the best. For determining the effect of kanban cards on number of finished orders, the best performing algorithm is random forests. In these cases, the mean square error was the lowest, as is shown in Table 1.

<table>
<thead>
<tr>
<th>Predicted attribute</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rprop MLP</td>
<td>6.467</td>
</tr>
<tr>
<td>Random forests</td>
<td>37.42</td>
</tr>
<tr>
<td>Linear regression</td>
<td>0.106</td>
</tr>
</tbody>
</table>

Tested models with the lowest error can be considered established and formalized knowledge. For the amount of work in progress, the model has the form:

$$WIP = 1.005 \cdot kb_1 + 0.9985 \cdot kb_2 + 1.0274 \cdot kb_3$$  \hspace{1cm} (4)

For the number of finished orders, the random forests algorithm derived model:

$$FO = \begin{cases} 
80: kb3 < 1.5 \\
154: kb3 \leq 2.5 \\
196: kb3 > 2.5 
\end{cases} \hspace{1cm} (5)$$

7. Conclusion

Acquired knowledge (4), (5) can be written in PMML format and added to the knowledge base, which is together with inference mechanism and user interface capable to form functioning knowledge system. Therefore, when designing pull production system it is necessary in terms of capacity to consider this knowledge, if we want to achieve the optimal amount of work...
orders in due time, the most feasible combination of numbers of kanban cards should be [1 1 3]. Specific solution for the current situation, however, should be offered by the knowledge system, which would retrieve listed findings from knowledge base and optimize the resulting combination also in the terms of cost.
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