HYBRID ANALYTICAL PERFORMANCE MODELS OF PARALLEL COMPUTERS

The paper is a follow up to the performance modelling of dominant parallel computers (NOW, GRID) with analytical hybrid models (mixed) based on combinations of a more precisely developed corrected standard analytical model (M/M/1 and M/M/m) and on an improved analytical model (M/D/1 and M/D/m). Firstly, the paper briefly describes the steps of development of parallel computer architectures and then it summarizes the basic concepts of performance evaluation. In the case of using SMP parallel system as node computer, the suggested models use for all the activities of node combinations of M/M/m and M/D/1 or M/D/m and M/M/1 different (hybrid) queuing theory systems. The achieved results of both developed analytical models have been compared with the results of other alternative evaluation method, based on simulation, to verify the accuracy of developed analytical models. All developed and presented analytical models could be used for various real ranges of input parameters which influence the final performance of analysed connected computing nodes for the practice.
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List of used symbols and short cuts
- M/M/1, M/M/m, M/D/1, M/D/m - queuing theory systems
- Grid - high integration of computer based networks (NOW, LAN, WAN etc.)
- FIFO - queue for service on a first-come first-served basis
- HPC - high performance computing
- LAN - local area network
- NOW - network of workstations
- p - number of computing nodes of parallel computer
- PC - personal computer
- SMP - symmetrical multiprocessor system
- WAN - wide area network
- ws - workstation as a computing node of NOW and Grid.

Queuing theory symbols
- λ - arrival rate at entrance to a queue
- m - number of servers in the queuing theory system
- ρ - traffic intensity (dimensionless coefficient of utilisation)
- ρ ≡ R = λ . E(t_s) - traffic intensity (0 < ρ < 1) of one service
- ρ = λ . E(t_s) / m - traffic intensity of m servicing servers
- q - random variable for the number of customers in a system at steady state
- w - random variable for the number of customers in a queue at steady state
- γ - sum of individual extern intensities γ_i to the i-th NOW module in the Grid
- N - number of used NOW modules
- u_i - number of used communication channel in i-th computing node
- U - number of network computing nodes
- X_0, X_j - constant service time in i-th - computing node resp. in i-th computing node and j-th communication channel
- E(t_s) - the mean service time of a server
- E(q) - the mean number of customers in a system at steady state
- E(w) - the mean number of customers in a queue at steady state
- E(t_q) - the mean time spent in system (queue + servicing) at steady state
- E(t_w) - the mean time spent in the queue at steady state
- c - correction factor

* Peter Hanuliak, Michal Hanuliak
Dubnica Institute of Technology, Dubnica nad Vahom, Slovakia
E-mail: phanuliak@gmail.com

https://doi.org/10.26552/com.C.2016.3.105-111
1. Periods of development of parallel computers

Scientific supercomputers which dominated in the first period of parallel computers between 1975 and 1995 were specially designed for high performance computing (HPC). These parallel computers mostly used computing models based on data parallelism. Those systems were ahead of standard common computers in terms of their performance and price. Increased processor performance was reached by the massive use of various parallel principles in all forms of produced processors. The parallel principles were used not only in single PCs and workstations (Scalar or super scalar pipeline or symmetrical multiprocessor systems SMP [1 and 2]) but also in extremely powerful PCs in form of variously connected network of workstations (NOW, cluster). Gained experience with the implementation of parallel principles and intensive extensions of computer networks led to the use of connected computers for parallel solution. We can define this period as the second period of development. Development trends were actually heading towards building widely spread connected NOW networks with high computation and memory capacity (Grid). Conceptually Grid comes to the definition of meta computer [3], where meta computer could be understood as a big computer network consisting of a massive number of computing nodes, memories and other needed resources that jointly create an illusion of one single powerful supercomputer. These highly integrated forms of NOWs create various Grid systems or meta computers that could be defined as the third period of parallel computers.

2. Typical architectures of modern parallel computers

2.1. Symmetrical multiprocessor system

Symmetrical multiprocessor system (SMP) is a multiple system using the same processors or cores which are implemented on motherboard in order to increase the whole performance of such system [4]. Typical common characteristics are as follows:
- each processor or core (Computing node) of the multiprocessor system can access the main memory (Shared memory),
- I/O channels or I/O devices are allocated to individual computing nodes according to their demands,
- integrated operation system coordinates cooperation of whole multiprocessor resources (Hardware, software etc.).

2.2. Network of workstations

Actually there has been an increasing interest in the use of networks of workstations (NOW) connected together by high speed networks for solving large computation intensive problems. This trend is mainly driven by the cost effectiveness of such systems as compared to massive multiprocessor systems with tightly coupled processors and memories (Supercomputers). Parallel computing on a network of workstations connected via high speed networks has given rise to a range of hardware and network related issues on any given platform [5 and 6]. With the availability of cheap personal computers, workstations and networking devices, the recent trend is to connect a number of such workstations to solve computation intensive tasks in a parallel way on such clusters. Network of workstations [7] has become a widely accepted form of high performance computing (HPC). Every workstation in a NOW is treated similarly as a processing element in a multiprocessor system. However, workstations are far more powerful and flexible than processing elements in conventional multiprocessors (Supercomputers).

Typical example of networks of workstations also for solving complex problems is shown in Fig. 1. The individual workstations are mainly extremely powerful personal workstations based on multiprocessor or multicore platform SMP (Symmetrical multiprocessor systems).

![Fig. 1 Practical example of NOW module](image-url)

We have studied such serious problems in parallel computing (Parallel and distributed computing) as load balancing, inter processor communication IPC, modelling and optimisation of parallel algorithms, etc. [8 and 9]. The coupled computing nodes PC1, PC2, ..., PCn (Workstations) could be single most powerful personal computers or SMP parallel computers. In this way, parallel computing on networks of conventional PC workstations (Single, multiprocessor, multicore) and Internet computing indicates advantages of unifying parallel and distributed computing [10].

2.3. Grid systems

In general, Grids represent a new way of managing and organising computer networks and mainly their deeper resource sharing [2]. Grid systems are expected to operate on a wider range of other resources as processors (CPU), as memory modules, data modules, network computing nodes, software files etc. All these resources typically exist within nodes that are geographically distributed and span multiple administrative domains. It is
obvious that existing HPC parallel computers (Supercomputers etc.) could be members of such Grid systems, too. Illustration of Grid modules based on integrated NOW networks are in Fig. 2.

Conceptually, Grids arise from a structure of virtual parallel computer based on computer networks (NOW). In general, Grids represent a new way of large integration and managing of resources as a large network of NOW modules. This expression is closely connected with the term massive computational Grid with the basic characteristics as follows:

- wide area network of integrated free computing resources - it is a massive number of interconnected networks, which are connected through high speed connected networks while the whole massive system is controlled by the network operation system, which makes an illusion of a powerful computer system (Virtual supercomputer) [11 and 12],
- grants a function of meta computing that means computing environment, which enables individual applications and functionality of all system resources,
- Grid system combines distributed parallel computation with remote computing from user workstations.

3. Abstract models of computing nodes

3.1. Abstract model of SMP computing node with shared memory

Basic abstract model of SMP parallel computer with shared memory is in Fig. 3.

### Fig. 3 Abstract model of SMP
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\begin{figure}
\centering
\includegraphics[width=\textwidth]{abstract_model_smp.png}
\caption{Abstract model of SMP}
\end{figure}
```

### Fig. 4 Abstract model of NOW
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\caption{Abstract model of NOW}
\end{figure}
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4. The role of performance

Quantitative evaluation and modelling of hardware and software components of parallel systems are critical for the delivery of high performance [13]. Performance studies apply to initial design phases as well as to the procurement, tuning and capacity planning analysis. As performance cannot be expressed by quantities independent of the system workload, the quantitative characterisation of resource demands of application and of their behaviour is an important part of any performance evaluation.
5. Application of queuing theory systems

The basic premise behind the use of queuing models for computer systems analysis is that the components of a computer system can be represented by a network of servers (Resources) and waiting lines (Queues) [18 and 19]. A server is defined as an entity that can affect, or even stop, the flow of jobs through the system. In a computer system, a server may be the CPU, I/O channel, memory, or a communication channel. Awaiting line is just that place where jobs (Customers) queue for service. To make a queuing model work, jobs or customers of data message blocks (Packets), which require any sort of processing, are inserted into the network. In such a system, jobs arrive at some rate, queue for service on a first-come first-served basis, receive service, and exit the system. This kind of model, with customers entering and leaving the system, is called an open queuing system model [14].

6. Results

6.1. Corrected standard analytical model

The described standard analytical model [1] supposes that the inter arrival time to the node’s communication channels has the exponential distribution. This assumption is not true mainly in the important cases of high communication utilisation. The node servicing time of parallel processes (Computation complexity) could vary from nearly deterministic (in the case of balanced parallel processes) to exponential (in the case of unbalanced ones). From this, in the case of node’s high processors utilisation, the outputs from individual processor of node’s multiprocessor may vary from the deterministic interval time distribution to exponential one. These facts violate the assumption of the random exponential distribution and could lead to erroneous value of the whole node’s delay computation. Worst of all, this error could be even greater if the node of utilisation were higher. From the above-mentioned we derived the correction factor which accounts for the measure of violation for the exponential distribution assumption. The inter arrival input time distribution to each node’s communication channel depends on $\rho_i$, where $\rho_i$ is the overall processor utilisation at the node $i$. But because only the part $\lambda_i$ from the total input rate $\lambda_i$ for node $i$ goes to the node’s communication channel $j$, it is necessary to weigh the measure of influence of the whole node’s processors utilisation through the value $\lambda_i/\lambda_i$ for channel $j$ as $\rho_i \cdot (\lambda_i/\lambda_i)$.

Mathematical abstract model of $i$-th node for NOW system is illustrated in Fig. 5.

![Fig. 5 Abstract model of i-th node of NOW](image)

To clarify the influence of the node’s processor utilisation on the average delay of communication channel we tested the 5-noded experimental parallel computer. The processing time was varied to develop various workloads of node’s processors. Performed tests showed a remarkable fact - by decreasing the node’s processor workload the assumption of the exponential inter arrival message time distribution to the communication

<table>
<thead>
<tr>
<th>Processor utilisation at node 1</th>
<th>Average channel delay at node 1 - simulation [msec]</th>
<th>Standard analytical model</th>
<th>[ Average channel delay [msec] ]</th>
<th>Relative error [%]</th>
<th>Corrected analytical model</th>
<th>[ Average channel delay [msec] ]</th>
<th>Relative error [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>21.97</td>
<td>22.27</td>
<td>1.4</td>
<td>22.03</td>
<td>0.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>21.72</td>
<td>22.27</td>
<td>2.5</td>
<td>21.92</td>
<td>0.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>21.43</td>
<td>22.27</td>
<td>3.9</td>
<td>21.70</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>21.05</td>
<td>22.27</td>
<td>5.8</td>
<td>21.45</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>20.91</td>
<td>22.20</td>
<td>6.5</td>
<td>21.31</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Based on the derived correction factor, the whole latency in modelled NOW is as

\[
E(t_{\text{now}}) = \frac{1}{T} \left[ \sum_{i=1}^{n} \left( \lambda_i \cdot E(t_i) + \sum_{j=1}^{m} c_{ij} \left[ \lambda_{ij} \cdot E(t_{ij}) \right] \right) \right]
\]

(1)

where \( \lambda_i \cdot E(t_i) \) and \( \sum_{j=1}^{m} c_{ij} \lambda_{ij} \cdot E(t_{ij}) \) define individual contribution of computation queue delay and communication channel delay of every node to the whole delay. We named this model based on M/M/m and corrected M/M/1 results as a corrected standard analytical model. The average delay values of the node’s communication channel achieved through simulation are compared with the results of the standard analytical model (Exponential inter arrival time distribution) and with the results of the corrected standard model as illustrated in Fig. 7.

6.2. Other real analytical models

6.2.1. Analytical model with M/M/m and M/D/1 systems

This model is a mixture of analysed models. We get the first part of the final total average time \( E(t_{\text{now}}) \) from relation (1) of the previous chapter. The second part is the sum of all communication channels considered as M/D/1 system [17]. Then, for \( E(t_{\text{now}}) \) we can finally get:

\[
E(t_{\text{now}}) = \frac{1}{T} \left[ \sum_{i=1}^{n} \left( \lambda_i \cdot E(t_i) + \sum_{j=1}^{m} c_{ij} \lambda_{ij} \cdot E(t_{ij}) \right) \right]
\]

(2)

6.2.2. Model with M/D/m and M/M/1 systems

In this alternative analytical model the first part of the final total average time \( E(t_{\text{now}}) \) from relation (1) of the previous chapter is the sum over all communication channels.
computers (SMP, NOW and Grid) to open more possibilities to apply mainly analytical methods (Queuing theory) in order to analyse performance of parallel computers. This implies to one known queuing theory result - many inputs to queuing theory system, which create shared stream and which are generated at various independent resources by chance, could be a very good approximation of Poisson distribution, as a basic assumption, to solve such coupled parallel systems in an analytical way. Therefore, we are able to model parallel computing nodes (Multiprocessors, multicores, workstations etc.) of any dominant or perspective parallel computer (SMP, NOW, Grid, meta computer) as M/D/m or M/M/m queuing theory systems and computing node’s communication channels as M/D/1 or M/M/1 queuing theory systems respectively.

We have compared the relative errors of the developed models (standard, corrected) in relation to the developed simulation model. The relative errors of standard analytical model are from 7% to 25%. This is due to the influences of computing node queue delays, the nature of inter arrival inputs to the communication channels mainly in the case of high processor utilisation. The developed corrected analytical model provides more precise results in the whole range of input workload of processor utilisation, communication channels and network topologies with relative error, which does not exceed 14% and even in the most important cases of the high processor utilisation ($\rho > 0.6$) the relative errors according to Fig. 8 are in the range up to 9%.

Then, such a very flexible modelling tool based on preferred analytical solutions shows a real path to a very efficient and practical performance analysis tool including massive NOW networks or other types of massive computer networks (Grid, meta computer). To summarise it - all developed more precise analytical models could be applied to the performance modelling of dominant parallel computers in typical cases as follows:

• a single computing node based on SMP parallel computer.
• NOW based on workstations (single, SMP).
• Grid (Network of NOW network modules),
• mixed parallel computers (SMP, NOW, Grid),
• meta computers (Massive Grid).

For our further research work, in relation to dominant trends in parallel computers (SMP, NOW, Grid) based of powerful workstations, we will be looking for preferred analytical models [20] in which load balancing, inter-process communication (IPC) in both parallel and distributed computing [21], effective transport protocols, influence of various parallel computer architectures, performance prediction etc. could be studied. We would also like:

• to analyse the role of adaptive routing in considered analytical models,
• to prove or to indicate experimentally the role of the independence assumption if we are looking for higher moments of overhead latencies (IPC communication, synchronisation, parallelisation, parallel computer architecture etc.)
• M/M/1 and M/M/m models could be used to compare their results with other models M/D/1 and M/D/m respectively.
• the results of analysed models M/M/m and M/D/m are necessary to finish performance analysis of decomposed communication network of computing nodes.
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