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1. Introduction

Despite of the fact, that the optical burst switching (OBS)
concept has been known since 1980s1), it has not had a great
success in electrical domain. The main reason for it was great com-
plexity and requirements to run burst switching which are compa-
rable with packet switching and the resulting flexibility is lower.
However, deploying high capacity WDM links have led to new
possibilities for utilisation of this principle and OBS is one of
promising solutions for WDM networks [1, 2, 4].

The main characteristic of OBS is [5]:
• User data (IP packets) are accumulated in a constant or vari-

able length of the optical burst, which would have up to one
hundred kB.

• Separation between the headers (control information) and the
payloads is in space and time. The heads are sent to the other
OBS nodes in a single wavelength channel and are in all OBS
nodes processed in electrical domain. The headers set OBS node
for receiving and routing inbound payload burst to the next node.

• The burst data are switched in the OBS nodes asynchronously
whereby remain in optical domain while required target is
reached.

• The sources are allocated with using the one-way reservation,
i.e. the burst is not sent while confirmation about successful set
end to end way is not received

2. The simulation scheme of the OBS node

The simulation scheme in VPI Photonics TM is shown in Fig.
1. Four data wavelengths and one control channel use external

modulated lasers with on/off modulation. The optical channels are
setup on 1 mW power and the type of code is non return to zero.
The channels’ wavelengths were set with respect to the ITU recom-
mendation for DWDM channels in C band with 0.8 nm (100 GHz)
separation. Four wavelengths (1555.2 nm, 1554.4 nm, 1553.6 nm,
and 1555.8 nm) were used for data channels and wavelength 1556
nm was set up for control channel. After multiplexing in DWDM
multiplexer (insertion loss 2 dB), data were sent into a single mode
fibre with 50km length, with attenuation of 0.2 dB.km�1 and dis-
persion of 16.6 ps.km�1nm�1. The dispersion compensation was
realised by the dispersion compensation fibre with the length of
10 km and strong negative dispersion. Signals then pass through
the optical amplifier with 12 dB amplification of an optical signal.
Followed by the optical signal demultiplexing (power loss 2 dB) in
the data and control channels, each channel was filtered by a band-
pass filter with a Gaussian transfer function. The control signal
was detected with the PIN photodetector. After the reconstruction
of signal timing and elimination of d.c. component the signal went
through a level comparator and at the control input of 4x4 wave-
length switch (Fig. 2). According to the bit combination at the
control input data burst was switched to the specific output [3, 6,
7]

Whereas the control signal was processed electronically, the
optical signals are after sideband filtration brought into a wave-
length converter. The wavelength converter, which uses nonlinear
Kerr effects as XPM in SOA, was simulated in Mach-Zehnder inter-
ferometric structure. The advantage of this scheme is in utilisation
of XPM as a main effect. In a such case not as high power of optical
signals is needed as in the case of XGM. Brillouin and Raman
scattering was avoided. Due to the other aspects, the amplification
was needed to keep high SNR [6].
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1) OBS was designed after 1990s and it was focused on new reservation protocol for accumulating data in bursts, prototypes and architectures [5].
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3. Simulation

The OBS node sends data burst in time offset in accordance
with the header. The delay of the time offset is possible to perform
directly by transmission either from the edge nodes of network or
from FDL lines in backbone nodes. In our case the delay is per-
formed from the edge nodes in network [5, 7, 9].

In Fig. 3 there is a combination of 6 bits and 4 control headers,
which were created in transmitters of control messages for each
data channel. Table 1 shows relevant switch-over in dependence
on these bits.

Switching in dependence on combination Table 1
of bits in the burst heads

In case of simulation 10 Gbit.s�1 bit rate the time length of
one bit is 0.1 ns. This means that all the bursts are delayed behind

Fig. 1 Simulation scheme of OBS node

Fig. 2 Wavelength switch 4x4

Fig. 3 Burst heads for four data channels

Fig. 4 Bursts with delay 0.6 ns after head

Burst head Input 1 in Input 2 in Input 3 in Input 4 in

1. 1 1 1 0 0 1 1

2. 1 1 0 0 1 1 4

3. 1 1 1 0 1 0 2

4. 1 0 1 1 1 0 3
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the headers in sources by 0.6 ns (see Fig. 4). The bit length of
a sequence is constant and was set up on 58 bits.

After overcoming the optical way with a length of 60 km, the
optical signal is amplified (12 dB). As can be seen in Fig. 5, SNR
is sufficient for the next signal processing. 

4. Header processing

After demultiplexing the channels, the control channel was
linked to the optical band-pass filter and into the blocks for opto-
electrical conversion and processing. A PIN photodiode is used as
a photodetector. A very good eye diagram opening can be clearly
seen in Fig. 6

The eye opening represents an influence (interference) between
the channels. Crosstalk between the channels is low because an
impulse spread is compensated by a dispersion fibre and the channel
spacing of 100 GHz was sufficient. In the lower and upper parts
of the eye diagram a superposed noise can be seen, which is caused
by characteristic attributes of the PIN diode and fibre nonlinear-
ity. In Fig. 7 a received control message of first burst is depicted.

5. The wavelength conversion of the optical data
chanels

When the optical signal passes along optical fibre and demul-
tiplexer and before switching to output, the signal goes through
SOAs connected in Mach-Zehnder interferometric structure. An
optical filter is connected for original wavelength filtering on each
output of converter.

The best results for the conversion were achieved when an
input power of the optical channel was set up on the half of power
of the converted wavelength. The final values for SOA settings are
in table 2.

Settings for the SOA Table 2 

The next effect which can be observed by conversion is an
amplification by SOA of the input signal.

The input and output power was measured with a visualiser
and a gain value of SOA was adjusted on 28 dB. The time graph,
eye diagram input and the converted channel can be seen in Figs.
8 and 9.

6. A wavelength switch of the optical channels

The last block of the designed OBS node is a wavelength
switch 4x4 controlled by the control bits. One input to one output
can be switched at the same time only. The MEMS was chosen
from more potential switches for the OBS networks. An advantage
of MEMS is a low insertion loss (about 0.2 dB) and low crosstalk
(less than -60 dB). After receiving electronical bits on the control
input (see table 1) the inputs of an optical switch are switched to
the desirable direction (Fig. 9).

Fig. 5 Spectrum of optical channels after amplification

Fig. 7 Control message of first burst

Fig. 6 Eye diagram of header after photodetector

OA values

Length [μm] 500

Heigth [μm] 3

Width [nm] 80

Input power [μW] 400
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The channel spectral diagram at the output port of switch is
shown in Fig. 10.

7. Conclusion

Optical burst networks are promising technology of the near
future. The main advantage is a possibility of full transparent optical
transmission between the communication nodes and the results
are higher bit rates between these nodes. Another benefit of OBS
usage is possibility to utilize an older infrastructure with upgrad-
ing existing WDM networks [5, 8].

The OBS node was created in a simulation environment (wave-
length conversion with SOA, header processing, wavelength switch
controlled by control signal, etc.) as mathematical models [7]. The
main goal was to achieve results which would be usable for pre-
diction of systems parameters in a real situation. Due to this fact
all the parameters of each block used in the presented simulation
model were set as parameters of real components.

The research presented in this paper was done with the support
of COST 291 action, APVV project COST-0041-06 and APVV
project “Technologies for optical signal processing for the next
generation optical digital netwotks”.

Fig. 10 Crosstalk from another channels

Fig. 8 Eye diagram before and after wavelength conversion

Fig. 9 Outputs of optical switch, a) 1. burst, b) 2. burst, 

a) b)
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