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1. Introduction

Rapidly changing market environment and constantly new and
higher requirements of demanding customers bring frequent type
or volume product changes to the production. The main pressure
from customers’ side that manufacturer has to manage is the pres-
sure for reducing costs, increasing efficiency and quality which is
already commonplace nowadays. It is not possible to handle it, and
simultaneously to touch competitive, without continuous improve-
ment of factory processes, implementation of progressive manage-
ment approaches, technologies, and without rapid decision-making
of managers.

Currently, it is axiomatic to solve complex problems by an
appropriate computer model that reflects characteristics of a real
system or helps to find a solution close to optimal, or directly
optimal, for existing or conceptual systems. Therefore, a computer
simulation is still gaining major importance. It allows quick testing
of various variants of solutions and it minimizes the risk of wrong
decisions. This is reflected to considerable economic benefits. Simu-
lation runs are usually computationally difficult and it is not unusual
for complex simulation models that they last for hours. However,
decision making support, exploratory analysis and rapid adaptive
calculations often require simplicity for understanding and expla-
nation of representations of reality. Therefore, there are often con-
structed simpler approximations – models of simulation model – or
metamodels which are used for studying of a computer simula-
tions’ behavior.

2. Production process and its simulation

Production process (Fig. 1) is a set of activities that require
one or more types of inputs and create output which has value to

the customer. It is a chain of operations in which material is changed
to the product or order to the service for the customer. [7] Cur-
rently, a flexibility of manufacturing process is required, which
enables a company to respond flexibly to market demands. Except
for shortening a production cycle, there are also requests for a high
productivity, flexibility of product mix, various production programs,
stock reducing, increasing of machine utilization, quality improve-
ment, rapid responses to emerging problems, delivery time shorten-
ing, etc. Therefore, planning and control system has an important
role in an enterprise.

Qualitative information is provided by scheduling systems that
enable forward simulation of possible options for future system’s
behavior and provide possibility of choice at the right moment.
Such information is the base for an appropriate solution selection.
Looking for optimal combination of input process factors needed
for required changes execution is supported with simulation.

Simulation is a research method in which the experiments with
a simulation model of manufacturing system are made on a com-
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puter. It also ranks among statistical methods because it works on
the same theoretical basis as methods of mathematical statistic.
The analyst conducting simulation experiments selects a sample
(statistical sample) that represents characteristics of whole exam-
ined file. Such sample is statistically analyzed and the results are
applied to the whole file (population). Similarly, simulation also
replaces the real system with its simulation model. This model
includes only those characteristics of real system which the analyst
is interested in. After evaluation of results the analyst makes con-
clusions about the whole real system, based on experiments with
the model [8].

For practical applications of simulation optimization it is impor-
tant that the optimization process is constrained within reasonable
time limits and the efficiency of the optimization process is crucial.
One of the possible ways how to enhance effectiveness of simula-
tion optimization and reduce the requirements of time-consuming
simulation is to use computationally cheap metamodels [9].

3. Simulation metamodelling

Simulation metamodel [2] is a model of simulation model and
it explains the fundamental nature of the system’s input-output
relationships through simple mathematical functions that enable
to forecast output Y for given input X:

(1)

Y � f(X, β) – regression function,
Y – dependent variable,
X – vector of values of input factors,
ε – vector of random numbers.

This relationship is the regression model that expresses free
(stochastic) dependence between explanatory variables X and ex-
plaining variable Y. It means that for one particular combination
of values of independent variables X may Y have various values. It
is caused by an influence of random events ε. Thus, it is possible to
assign count distribution of dependent variable Y, called conditional
count distribution, which has its own mean and variance.

3.1. Regression model

According to the type of the regression function, regression
models are divided into:
� linear models 

yi � β0 � β1xi1 � β2xi2 � … � βkxik � εi (2)

with linear regression function

ηi � β0 � β1xi1 � β2xi2 � … � βkxik (3) 

where β0, β1, …, βk are model parameters,
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xij – i value (i � 1, 2, …, n) of explanatory variable Xj (j � 1, 2, …, k).

If the linear regression model has one independent variable 
(k � 1), the regression function is a line. If there are two explana-
tory variables (k � 2), the regression function is a plane. For more
explanatory variables (k 
 2), we are talking about hyperplane.
Linear models are most commonly used.

� linear-able models that may be adjusted to the linear form by
simple transformation:
a) non-linear models in the independent variables but linear in

parameters,
b) non-linear models in the parameters,

� non-linear (no linear-able) models which cannot easily be trans-
formed into a linear form. Their regression function is e.g. mod-
ified exponential curve:

ηi � β0 � β1 � β2
xi, (4) 

logistic curve (S-curve that is symmetrical about an inflection
point):

, (5) 

Gomperz's curve (S-curve that is asymmetrical about the inflec-
tion point):

ηi � ε , (6) 

or curve with such recipe:

, (7) 

Regression analysis of nonlinear models uses different methods
and procedures than linear models [10].

The aim purposes of regression and correlation analysis are
[11]:
1. to verify the existence of dependence of explaining variable

on considered explanatory variables,
2. evaluation of individual influence of explanatory variables on

explaining variable,
3. forecasting explaining variable values for desired combinations

of values of explanatory variables. 

3.2. Metamodel making process

The metamodel creation (Fig. 2) begins with a simulation model
which is preceded by defining the problem, defining the scope of
input variables, the draft of the plan of experiments. After con-
struction of a computer simulation model, its validation and veri-
fication is made, so logical structure of the model with respect to
the real system is proved. Then a predefined number of replications
for different input values is executed with the simulation model.
In order to continue in metamodel making process we must be
sure that data are sufficiently independent.
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In the next step, output data from the simulation are collected.
In order to simplify the metamodel it is possible to combine some
of the entries and remove those which have proved to be needless.
These results are used for deriving a statistical model in the form
of regression.

The heart of metamodelling is to determine a vector β � (β1,
β2, …, βp)

T which is a set of coefficients that determine regression
function. Some of these coefficients, perhaps all, are unknown
and they have to be estimated by adjusting the regression function
to observed simulation results. The method of least squares is the
most common method for estimation of regression functions. It is
used for calculation of functions, providing its estimation is linear
in parameters or it can be achieved by simple transformation. In
fact, we do not know the type of regression function or its para-
meters β. Therefore, on the basis of empirical data, we must properly
capture the character of dependence between dependent variable
and independent variables (so choose an appropriate type of regres-
sion function) and estimate function parameters. The method deter-
mines the Y �j estimation of the regression function 

Y �j � f(x1j , x2j , …, xkj ; b0, b1, …, bp) , (8) 

where coefficients b0, b1, …, bp are estimations of unknown para-
meters β0, β1, …, βp. The difference between empirical and theo-
retical value of the dependent variable is the random error [1]:

ej � Yj � Y �j . (9)

If the random errors apply

E(ej) � 0

D(ej) � E(e2
j) � σ 2 (10)

E(ej1, ej2) � 0    for each j1 � j2

coefficients b0, b1, …, bp may be considered as the best estimates
of parameters β0, β1, …, βp. (10) shows that random errors have to
have a normal distribution with zero mean value (in the case of
sufficiently large statistical file) and constant variance (not neces-
sarily, the variance may also vary proportionally). They are indepen-
dent from Xi and should be mutually independent in pairs.

Least-squares condition is that sum of squares of random errors
(residual deviations) of dependent variable has to be minimal:

. (11) 

Coefficients b0, b1, …, bp have to suit this requirement. If also
a specific type of function (8) is known, it can be inducted into
relationship (11) and look for a minimum of the function. The
result of the partial derivations of the function F(b0, b1, …, bp) is
then set up to be equal to zero:

i � 0, 1, 2, …, p (12) 

and the unknown coefficients b0, b1, …, bp are calculated by solving
of a system of (p � 1) equations about (p � 1) unknown quanti-
ties. A main disadvantage of the method of least squares is its sen-
sitivity to extreme values and the only one outlier can change
a direction of the regression line. Therefore the regression analy-
sis should always start with looking over X–Y chart [10].

The values of the vector β are used for creating of curves that
describe the metamodel. In order to check a suitability of the meta-
model for intended purposes, validation of the metamodel (by com-
parison of metamodel with simulation output data using mathema-
tical statistics) is done. The graphical representation of metamodel’s
inputs – outputs relationships provides a simple presentation of
expected system behavior, often known as the approximate control.
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Fig. 2 Metamodel making process
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4. Conclusion

Mathematical models are usually used for systems’ experimen-
tation. They represent a system in terms of logical and quantitative
relationships that can be manipulated and changed in order to find
out how the model responds, so as the real system would respond.
Many systems are quite difficult for application of analytical solu-
tions on them. There can also occur uncertain conditions with insuf-
ficient information and without possibility of solution demarcation.
In such a case, the model must be studied by means of simulation.
As these models are too complex, their appropriate approximations
– called metamodels – are constructed. They relate output simula-
tion data to metamodel’s inputs and take into account the random
effects occurring in the process. Simulation metamodelling is an
appropriate tool for managing and optimization of complex manu-
facturing systems.

Simulation metamodelling is an appropriate managing and
optimizing tool for complex manufacturing systems. The research
work [6] was done at the Department of Industrial Engineering of
the University of Žilina and it deals with the system analysis of
input factors influence on the performance of manufacturing system.

This approach uses computer simulation and metamodelling prin-
ciples, and proposed methods were verified in practical conditions.
Other publications focus on metamodelling as a support tool in the
frame of Digital factory [4], as a practical approach for a statisti-
cal summary of simulation results [3], [5], or as a support tool for
designing and testing the control principles in production [12].
Theoretical assumptions and developments were validated on the
chosen production system.

The authors’ future research is focused on the design and ver-
ification of algorithm for approximate production control using
simulation metamodelling. A detailed procedure for the metamodel’s
design will be proposed and evolutionary methods, namely neural
networks, will be used in order to improve optimization. A system
for automatic generating of metamodel will also be designed and
proposed solution will be verified in the framework of the ZIMS
research project (Zilina Intelligent Manufacturing System).
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