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Resume
Geospatial data are increasingly used to model the terrain in the coastal 
zone, in particular in shallow waterbodies (with a depth of up to 1 m). In 
order to generate a terrain relief, it is important to choose a method for 
its modelling that will allow it to be accurately projected. Therefore, the 
aim of this publication is to analyze the terrain modelling methods in the 
coastal zone. For the purposes of the research, five most popular methods 
for terrain modelling were described: Inverse Distance Weighted (IDW), 
Modified Shepard’s Method (MSM), Natural Neighbor Interpolation (NNI), 
kriging and spline. Each of the methods has been described in a uniform 
way in terms of: the essence of its operation, mathematical expression and 
application examples. The advantages and disadvantages of each of the 
methods for terrain modelling are also discussed. It should be stated that 
the choice of the method for the terrain modelling of a shallow waterbody 
is not unambiguous, as it depends on the type of data recorded during 
bathymetric and photogrammetric measurements.
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direct method are characterized by high accuracy. 
However, a direct field survey is time-consuming 
and thus provides small amount of data [6-8];

•	 Photogrammetric measurements - a  measurement 
method consisting in recreating a ray going from 
the camera lens to the select point using a camera. 
Surveys provide information about the shape of the 
object and its position in relation to other objects 
in space [9]. UAVs equipped with cameras are 
increasingly used to take photogrammetric images. 
Moreover, photogrammetric data can be derived 
from aerial or satellite images [10-11];

•	 Bathymetric measurements - they consist of obtaining 
the processed data on the depth distribution in a 
waterbody. Bathymetric measurements are usually 
performed using a Single Beam Echo Sounder 
(SBES) or a MultiBeam Echo Sounder (MBES). 
A limitation of the measurement method using a 
SBES is the lack of depth data between profiles 
[12-13];

•	 Map vectorization - consists of converting the 
raster data into vector data. Map vectorization can 

1	 Introduction

Geodetic and hydrographic measurements are 
increasingly carried out by Unmanned Aerial Vehicles 
(UAV), Unmanned Surface Vehicles (USV) or Terrestrial 
Laser Scanners (TLS) [1-3]. The use of these modern 
methods in coastal zone measurements enables the 
acquisition of high-quality bathymetric data. However, 
these data do  not cover the total area of the seabed 
[4]. For this reason, data interpolation methods, which 
create Digital Terrestrial Models (DTM), are used [5]. 
Hence, it is important to know that the creating of 
a DTM is a multi-stage process (Figure 1).

Creation of a  DTM requires prior data collection. 
In addition to the above-mentioned measurement 
equipment, the following measurement methods are used 
to obtain the land surface geospatial data:
•	 Direct field measurements - they consist of the 

position survey or height of objects in the field. 
Currently, modern electronic total stations and 
Global Positioning System (GPS) receivers are used 
for direct measurements. The data obtained by the 
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located at the real measurement points. These 
points should be relatively evenly distributed for 
a network comprising triangles with similar shapes 
to be created. Where a  surface is covered with 
measurement points unevenly (in a  dispersed or 
linear manner), elongated triangles with no regular 
shapes will be formed.
After choosing the DTM representation structure, 

the data interpolation method needs to be selected, 
which is the most important stage in creating 
a  digital terrain model. As regards the interpolation 
methods, the two main groups of spatial models can be  
distinguished:
•	 Deterministic models - values are determined based 

on the distance or area function. The deterministic 
models include, among others the Inverse Distance 
Weighted (IDW), polynomial and spline [22];

•	 Statistical models - values are determined based 
on the probability theory. The statistical methods 
include kriging and regression models.
The final stage of work is the visualization of 

the DTM. Additionally, it is recommended that an 
assessment of accuracy of the generated models be 
conducted using typical accuracy measures [23]: Root 
Mean Square Error (RMSE) [24], Mean Absolute Error 
(MAE) [25] and the coefficient of determination (R2).

The terrain modelling methods have found 
applications in many scientific fields. In geology, the 
interpolation methods are used, e.g. to model geological 
[26] and geomorphological processes [1], as well as 
geological structures [27]. It is also worth noting the 
fact that the interpolation methods can be used to create 
Electronic Navigational Charts (ENC), which contain 
a detailed description of hydrographic structures and 
waterbody depths. In addition, they are the basic source 
of information in marine navigation [28].

However, a DTM has a particular application in the 
coastal zone. A model generated in this area enables the 
study of oceanographic phenomena and processes, as 
well as modelling of coastline changes. Nevertheless, it 
poses a research problem of selecting the most accurate 
method for modelling the surface in the coastal zone. 

be performed using the Geographic Information 
System (GIS) software, e.g. ArcGIS, GeoMedia or 
QGIS. The data acquired by this method are affected 
by errors associated with coordinate transformation  
[14-15];

•	 Laser scanning measurements - surveys in which 
the system measures the distance and the angle 
between the instrument and the surface being 
measured [16]. Laser scanning surveys can be 
performed using either Airborne Lidar Bathymetry 
(ALB) or Terrestrial Laser Scanning (TLS). Data 
obtained from the laser scanning are characterized 
by high accuracy [17-18];

•	 Interferometric Synthetic Aperture Radar (InSAR) 
- a method that measures the spatial extent and 
magnitude of surface deformation. It is a remote 
sensing method that uses the phase difference 
between the two complex radar SAR observations of 
the same area, taken from slightly different sensor 
positions [19-20].
The next stage in creating the model is to define 

the data range. An important aspect of data preparation 
is their density and distribution. Therefore, it is to 
be expected that data distributed unevenly due to 
interpolation will create a DTM that will not faithfully 
reproduce the surface.

Subsequently, the method of DTM representation, 
i.e. the structure of the model, is determined. The 
following ways of representing a DTM are distinguished 
[21]:
•	 A regular square grid (GRID) (Figure 2a) - a  form 

of DTM representation, in the shape of a  squares 
grid that covers an area evenly. The GRID models 
are created through interpolation, i.e. estimating an 
unknown value based on known values and specific 
interpolation methods. Next, the GRID nodes are 
created, which form a structure of regular rectangles 
(usually squares) with a determined resolution;

•	 Triangulated Irregular Network (TIN) (Figure 2b) 
- a form of DTM representation, in the shape of an 
irregular network of triangles. The TIN structure 
is formed by adjacent triangles whose vertices are 

Figure 1 A diagram showing the stages in creating a DTM

(a) (b)
Figure 2 A diagram showing the structure of a GRID (a) and a TIN (b)
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zi - height value of the i-th point (m).
However, the weight values are inversely 

proportional to the distance between the interpolated 
(unknown) point and the interpolating (known) point 
[31]:

,
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p=^ ^h h6 @ ,	 (2)

where:
p - exponent (-);
di(x,y) - actual distance between the interpolated 
(unknown) point and the i-th point, defined as follows 
(m):
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where:
xi, yi - easting and northing of the i-th point (m).

A  factor affecting the shape of the surface being 
modelled is dependent on the value of the exponent 
p. Application of the exponent p as the weight function 
is referred to in the literature as the Inverse Distance to 
a Power (IDP) method [32-33]. Usually, a basic exponent 
value of p = 2 or p = 3 is applied. However, application of 
these exponents does not always result in representation 
of the actual surface. Based on the weight function, it 
can be concluded that it decreases with an increase in 
distance. An increased exponent results in the weight 
decreasing its value (Figure 3) [34].

Another parameter that has an effect on the surface 
mapping is the smoothing parameter. The modified 
IDW method, to include the smoothing parameter, is as 
follows [35]:
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where:
σ - smoothing parameter (m).

A high value of the smoothing parameter σ results 
in the target interpolating value having less influence 
on the interpolated value. Moreover, in order to smooth 

Therefore, it was decided to characterize popular data 
interpolation methods.

The paper consists of three sections. The first 
section (Introduction) provides a  detailed description 
of the stages in creating a  DTM. The second section 
(Interpolation methods) presents five most popular 
methods for terrain modelling: IDW, Modified Shepard’s 
Method (MSM), Natural Neighbor Interpolation (NNI), 
kriging and spline. Each of the methods has been 
described in a uniform way in terms of: the essence of 
its operation, mathematical expression and application 
examples. The publication concludes with Conclusions, 
which sum up the methods described.

2	 Interpolation methods

2.1	 IDW

The most commonly used deterministic model in 
spatial interpolation is the IDW method, which involves 
the estimation of the value being interpolated by 
calculating a weighted average from the values located 
at a specific distance from the point being interpolated 
[29].

The height value of the interpolated point by the 
IDW method can be calculated using the following 
formula [30]:

,
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where:
zIDW(x,y) - height value of the interpolated (unknown) 
point by the IDW method (m);
x, y - easting and northing of the interpolated (unknown) 
point (m);
n - number of interpolating (known) points (-);
i  - numbering representing successive interpolating 
(known) points (-);
wi (x,y) - weight value of the i-th point in the IDW 
method (-);

Figure 3 A diagram showing the relationship between the weight wi(x,y)  
with the exponent p and the distance d
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IDW method, as having too many measurement points 
during the interpolation increases the model error and 
significantly increases the computation time. Therefore, 
based on different modifications of the IDW method, 
it was determined that the best results were obtained 
for 5-8 measurement points located within a  radius of 
0.6 m. Based on a  study by Maleika [36], it should be 
concluded that the IDW method enables the modification 
of parameters, which translates into the method fitting 
to obtain the best results. The next example of the IDW 
application is presented in an article by Lubczonek et al. 
[1]. It is noteworthy that the IDW method was applied to 
data derived from an UAV and an USV. The integration 
of the data derived from these two systems enabled 
creation of a model of a bathymetric surface extending 
to the coastline.

2.2	 MSM

The MSM method is another modification of the IDW 
method. It appears in the literature as an independent 
numerical method, which is why it was decided to 
characterize it in a separate subsection. The method was 
developed to reduce the expressive local values, which 
result in the so-called bull’s-eye or the butterfly shape. 
The MSM method was developed by Shepard in 1968 
[40] and implemented in studies by Franke and Nielson 
[41], Renka [42] and Basso et al. [43].

The MSM function has the following equation [42-
44]:
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where:
zMSM (x,y) - height value of the interpolated point by the 
MSM method (m);

,w x yil ^ h  - weight value of the i-th point in the MSM 
method (-);
Qi(x,y) - bivariate quadratic function of the i-th point (-).

The bivariate quadratic function is the second-
degree polynomial with one or more variables, which is 
calculated by the least squares method for the selected 
reference points [45]:
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where:
a, b, c, d, e - numerical coefficients (-);
f - constant of the quadratic function (-).

The polynomial function Qi(x,y) describes a quadratic 
surface [46], which is a conic section. Depending on the 
coefficients a, b, c, d, e and f, the conic section is a circle, 
ellipse, hyperbola, parabola, point or two straight lines. 

the modelled surface, independent smoothing methods 
are used [36].

The next additional parameter in the modified 
IDW method is the effective distance. It is used when 
the phenomenon of anisotropy is considered in the 
data interpolation procedure. This phenomenon involves 
a  change in properties of an object depending on the 
direction of observation of a  particular feature. This 
means that values of the interpolating data change 
depending on the direction under consideration [37].

In the modified IDW method, which considers 
the phenomenon of anisotropy, the actual distance is 
replaced by the effective distance [38]. The modified IDW 
method can be written using Equation (4). However, 
the distance between the measurement point and the 
interpolated point has the following form [35, 39]:
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where:
,d x yil^ h  - effective distance between the interpolated 

(unknown) point and the i-th point (m).
The unknown parameters in the formula for the 

effective distance are determined as follows [35, 39]:

sin
cos

Axx 2
2

2

i
t
i

= +^ ^h h
,	 (6)

sin cos
sin cosA 2xy 2$

$
$

t
i i

i i= -
^ ^ ^ ^h h h h= G ,	 (7)

sin
cosAyy

2
2

t
i

i= +
^ ^h h ,	 (8)

where:
θ - anisotropy angle (˚);
ρ - anisotropy ratio (-).

It should be noted that an anisotropy ratio value 
smaller than 2 has no significant impact on interpolation, 
while a ratio value greater than 4 has such an impact.

The IDW method, along with its numerous 
modifications, is the most commonly used method 
for modelling phenomena and surfaces. It has found 
application in many areas of scientific research, 
particularly in the coastal zone modelling. An example 
is a study presented in [31], which created a DTM of the 
coastal zone by the IDW method. Moreover, the generated 
models enabled a  geospatial analysis of the tombolo 
phenomenon in a waterbody adjacent to the beach in the 
city of Sopot. It should be noted that the IDW method 
was applied without using additional parameters, such 
as the anisotropy, exponent and smoothing. On the other 
hand, the depth data were derived from the SBES and 
the data from ENC cells were used.

Another example of the IDW application is described 
in a publication by Maleika [36]. The method was tested 
on data from an MBES, and its parameters were 
modified in terms of accuracy. A research problem in this 
study was the density of the data being entered into the 
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first time by Sibson [49] as a weighted average weighted 
interpolation method. Additionally, research concerning 
the structure and properties of the method are described 
in studies by Farin [50] and Piper [51].

The height value of the interpolated point by the 
NNI method can be calculated using the following 
formula [52]:

, ,z x y w x y zNNI j
j

m

j$=^ ^h h| ,	 (12)

where:
zNNI(x,y) - height value of the interpolated (unknown) 
point by the NNI method (m);
m - number of neighboring points (-);
j - numbering representing successive neighboring 
points (-);
wj(x,y) - weight value of the j-th point in the NNI method 
(-);
zj - height value of the j-th point (m).

The weight value according to Sibson [49, 53] is the 
quotient of the stolen area of the j-th Voronoi cell [54] for 
the whole area of the new Voronoi cell [55]:

,w x y
S
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where:
Sj - stolen area of the j-th Voronoi cell (m2);
S - whole area of the new Voronoi cell (m2).

Using the previous Equations (12) and (13), the 
following equation was obtained:
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It should be noted that the Voronoi diagram 
method [56] consists in a creation of irregular polygons 
based on the analyzed points and then entering of the 
corresponding point value into each polygon. In the 
literature, this method is also referred to as Thiessen 
diagrams or polygons. This is due to the fact that the 
article published in 1911 by an American meteorologist 
Alfred H. Thiessen proposed a method for determining 
the average amount of precipitation over the study area 
[57-58]. This method used the same polygons for the 
calculations as Voronoi diagram method.

The procedure for constructing the Voronoi diagram 
consists of the following stages (Figure 4) [59]:
A.	 Selection of measurement points for the construction 

the Voronoi diagram;

It should be noted that the second-degree polynomial 
Qi(x,y) is solved by the least squares method [47]. The 
use of this method allows the data to be fitted to the conic 
section. The least squares method is used to determine 
a conic section for which the sum of squared errors will 
be the smallest, and thus the sum of distances of all 
points from the conic section will be minimum.

The weight function, as suggested by Franke and 
Nielson [41], has the following form:
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where:
Rw - radius of influence around the i-th point (m).

In the modified IDW method with the radius 
parameter, in the weight function [48], the radius value 
determines the decrease in the weight with an increasing 
radius Rw. The radius Rw, exactly like the exponent 
used in the IDW method, enables the smoothing of the 
modelled surface. Moreover, an accurate representation 
of the surface is obtained for the coefficient Rw equal 
to the distance from the furthest interpolating  
point [34].

Derivation of the second-degree equation to the IDW 
results in an unrealistic landform on the edges. This is 
due to the merging of extreme points on the interpolated 
area edges that does not refer to the overall variability 
trend. Consequently, the MSM method smooths surfaces, 
thus eliminating outliers.

The MSM method was compared to the IDW method 
in [44]. The methods were applied to a small data set. 
The input data for the models included the permeability, 
porosity and thickness of the Neogene hydrocarbon 
sandstone reservoirs in northern Croatia. The cross-
validation results proved that the MSM method could 
be recommended for geological mapping of the Neogene 
deposits. Moreover, the MSM method eliminated all 
unwanted geological features in the model.

2.3	 NNI

The simplest approach to interpolation was applied 
in the NNI method. This method was introduced for the 

Figure 4 The process of creating the Voronoi diagram [59]
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where:
zKR (x,y) - height value of the interpolated point by the 
kriging method (m);

,w x yim^ h  - weight value of the i-th point in the kriging 
method (-).

The kriging method consists of two stages. The first 
stage is to determine the spatial relationship between 
these data. In order to describe the spatial variability 
of the data, the kriging method usually uses half of the 
variogram, i.e. the so-called semivariogram, which is 
a graph showing the semivariance values as a function 
of distance. Therefore, before creating a semivariogram, 
semivariances need to be calculated for the interpolating 
points.

Semivariance is a  measure that enables 
determination of the spatial autocorrelation, found in 
a particular set, i.e. the relationship between the values 
of a single feature that changes with the distance. This 
is half of the mean square of the difference between the 
values of the examined variable at two locations distant 
by the vector h [65]:

* h
N h

z x z x h
2
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i i
i

N h
2

1$
c = - +

=

^ ^ ^ ^
^

h h h h
h
6 @| ,	 (16)

where:
γ*(h) - semivariance value calculated for distance h (m2);
N(h) - number of paired data at a distance of h (-);
z(xi), z(xi+h) - height values at a particular location (m);
h - 3D Euclidean distance between the two interpolating 
points (m).

Once the semivariance has been calculated, the 
experimental semivariogram can be plotted (Figure 6) 
to represent the interpolating data on the semivariance 
graph as a function of distance.

A  theoretical semivariogram must then be fitted 
to the experimental semivariogram (Figure 6) in such 
a manner that it best represents the empirical model. It 
should be noted that the best results of the interpolated 
values depend on the establishment of a  correct 
semivariogram. Selected theoretical semivariogram 
models are described below and presented in Figure 7.

The spherical model has the form of [67]:

h
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B.	 Determination of sections between the most closely 
located points;

C.	 Drawing perpendicular bisectors for each section;
D.	 Connecting each of the points where the three 

bisectors intersect.
On the other hand, the diagram of the interpolation 

procedure by the NNI method is as follows (Figure 5):
a.	 Creation of the Voronoi diagram for all the 

measurement points;
b.	 Creation of the Voronoi diagram for the point G 

being interpolated;
c.	 Determination of the proportion of particular 

polygons S1, S2, S3, S4, S5, S6 for the polygon G;
d.	 Calculation of the height value for the point G by 

the NNI method using Equation (13).
Based on the presented diagrams and equations, 

it can be concluded that this is a not very complicated 
method, which means that it can be easily implemented. 
Moreover, the method is mainly based on forming of 
a  network of triangles by the Voronoi method, which 
is created locally in relation to the interpolating point. 
Unlike the other methods, the NNI method has no 
global data structure and only uses the data which are 
adjacent to the interpolated value. Therefore, the NNI 
method can be used for unevenly distributed data. This 
is confirmed by research conducted in [61]. The NNI 
method has proven to be more accurate than the IDW, 
kriging or spline methods.

2.4	 Kriging

Geostatistical methods are based on finding 
a  function which determines the similarity of points 
based on the mutual relationships occurring between 
them. One such method is kriging. This method was 
originally developed by Krige [62] for the purposes of 
a Master’s degree thesis, in which he tried to estimate 
the most likely distribution of gold based on samples 
from a few boreholes. On the other hand, the theoretical 
foundations of this method were published by Matheron 
[63]. Nevertheless, it is Danie Gerhardus Krige who is 
considered the forerunner of the method.

The function interpolating by the kriging method 
has the form of the following equation [64]:

, ,z x y w x y zKR i
i

n

i$= m^ ^h h| ,	 (15)

Figure 5 A diagram showing the constructions and calculations for the NNI method based on the example from [60]



A N A L Y S I S  O F  T E R R A I N  M O D E L L I N G  M E T H O D S  I N  T H E  C O A S T A L  Z O N E 	 E7

V O L U M E  2 5 	 C O M M U N I C A T I O N S    2 / 2 0 2 3

h C C g
h

0 1 $c = +^ bh l ,	 (19)

where:
γ(h) - theoretical semivariogram model for distance h 
(m2);

Gaussian model [65]:

h C C e1 g

h

0 1

3
2

2

$c = + -
$-^ fh p9 C ,	 (18)

while the linear model [65]:

Figure 6 A graph showing the experimental semivariogram along with the fitted theoretical semivariogram [66]

(a)

(b)

(c)
Figure 7 Examples of the commonly used theoretical semivariogram models: spherical (a), Gaussian (b) and linear (c) [65]
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in the model. However, it should be noted that in this 
method, not only that the results are determined by the 
number of measurement points but by the experimental 
semivariogram parameters and the mathematical model 
fitting, as well.

Moreover, this method is among the most accurate 
methods for creating a DTM [72-73]. This is evidenced by 
a study conducted by [74], who performed interpolation 
of the data derived from a SBES using different methods. 
The most accurate digital terrain model was obtained for 
the radial basis function and kriging methods.

2.5	 Spline

Spline functions are an interpolation method used 
when the input data are diverse in terms of a particular 
feature. A  DTM generated using spline functions is 
devoid of outliers. This results from the interpolation 
technique, which involves fitting the polynomial segment 
to the measurement data. The polynomials are created 
separately for each interval between the two successive 
points [75]. A  fitted curve is continuous and smooth, 
i.e. it has a derivative at each point, which means that 
the slope of a curve on either side of the joining of two 
polynomials is the same.

Depending on the interpolation conditions and 
polynomial equations, there are various types of spline 
functions. However, the most well-known and common 
is the cubic spline interpolation [76-77]. A cubic spline 
is the function, which is a  third-degree polynomial for 
each interval [78]:

, , ,

xfor and

f x f x A x x B x x

C x x D x x

i n0 1

i i i i

i i i ii

1
3 2

1

$ $

$

f

# #

!

= = - + - +

+ - +

-

+

^
^
^ ^ ^h h
h

h h

" ,
	 (21)

where:
f(x) - cubic spline (-);
Ai, Bi, Ci, Di - numerical coefficients of the i-th point (-).

A  special case of the cubic spline is the so-called 
natural spline, which, additionally, satisfies the following 
condition:

C0, C1 - nugget (unaccountable) and stochastic 
(accountable) variance (m2);
g - range of influence (m).

The second stage of the work concerns the calculation 
of the weights ,w x yim^ h . Based on the conducted analyses 
of the other interpolation methods, it must be concluded 
that the interpolation formula of the kriging method is 
similar to the IDW formula. Their similarity is due to 
the fact that the values assigned to the nearest point 
being interpolated are weighted. However, not only 
that the weights (referred to as kriging coefficients) 
are based on the distance between points, but on their 
spatial distribution, as well. These are determined 
from a set of equations resulting from the condition of 
minimizing error variance. This error (referred to as the 
kriging variance) is defined at measurement points as 
the difference between the interpolated value and the 
measurement value [68]:
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where:
γ(hik) - semivariance between successive points i  and 
k (m2);
γ(hi) - semivariance between the interpolated (unknown) 
point and the i-th point (m2);
λ - Lagrange multiplier (-).

Only after calculating the weights ,w x yim^ h  can one 
proceed to determine the values for the points being 
interpolated using Equation (15).

The kriging is among the most commonly used 
methods for interpolating geological parameters [69-71]. 
Geological measurements involve drilling the boreholes, 
as well as sampling soil and water at several locations. 
In most cases of interpolation methods, the generated 
model is inaccurate due to the small amount of data. 
Nevertheless, the kriging method is more effective 
for a  smaller number of measurement points. This is 
primarily due to the possibility of the interpolation error 

(a) (b)
Figure 8 Isolines, the original surface (a) and its image after the spline smoothing (b)
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attention, as the accurately mapped surface in this area 
is a part of coastal monitoring.

This study provides an overview of the most 
important terrain modelling methods. In the future, 
these methods will be applied to the real data derived 
from the coastal zone. Therefore, before proceeding to 
the data processing stage, it was decided to describe the 
selected interpolation methods, important in terms of 
the coastal zone modelling, using equations. Moreover, 
examples of the use of methods were provided in 
various areas, e.g. geology and meteorology. Table 1 
presents advantages and disadvantages of selected 
terrain modelling methods.

It should be noted that the general characteristics of 
the methods provide no information on the fit between 
the terrain modelling method and the phenomenon 
[85-87]. This is due to the fact that each phenomenon 
being interpolated is characterized by different spatial 
distribution of measurement points, resulting from the 
data acquisition method applied. Therefore, the statistical 
analyses should be carried out for characteristic data in 
the selected area.
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f x f x 0n0 = =m m^ ^h h ,	 (22)

where:
f”(x0), f”(xn) - second derivatives of the cubic spline (-).

The literature and terrain modelling programs 
[79-80] mention the so-called smoothing spline. This 
method is based on the same definition of a  spline 
function as that in Equation (21). The only modification 
is the values of the nodes. Each point (xi, yi) is replaced 
with a node (xi, Di).

Spline smoothing is a method applied when a map 
in the form of curves includes contours and surfaces 
refracted at different angles. The method application 
increases the model grid density, which results in the 
smoothing of the sharp refract of the isolines, thus 
minimizing the surface curvature. As a  result, the 
interpolated surface is smooth (Figure 8).

The spline method was applied to interpolate the sea 
surface temperature in the southern part of the Indian 
Ocean [81]. Moreover, the model generated by the spline 
method was compared to the models interpolated by the 
IDW, NNI and kriging methods. Based on the conducted 
analyses, all of the methods were found to have similar 
RMSE values. North and Livingstone [82] compared the 
two methods that rely on the fitting of a polynomial to 
data. The two-point linear interpolation and cubic spline 
interpolation were applied to interpolate water column 
profiles in a  lake. The results of the study showed 
that both methods are suitable for interpolating the 
incomplete input data.

3	 Conclusions

In the coastal zone monitoring studies, optoelectronic 
and hydroacoustic methods are used [83]. However, 
these methods do not ensure the coverage with data of 
the entire coastal zone. Therefore, the terrain modelling 
methods are used [84]. Moreover, the land surface 
modelling in the coastal zone deserves particular 

Table 1 Summary of advantages and disadvantages of selected terrain modelling methods

Terrain 
modelling 

method
Advantages Disadvantages

IDW Short computation time It generates the so-called bull’s-eye, i.e. concentric 
contours around measurement points

MSM It receives similar results to those of the IDW but does 
not tend to generate the so-called bull’s eye Terrain deformations are formed

NNI It receives good results for unevenly distributed data It does not extrapolate the terrain relief

Kriging It receives the best, non-affected linear estimations Semivariogram modelling problem occurs

Spline It forms a smooth surface It is not suitable for points located close to each other 
and having different values
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